Real-Time Attitude and Position Estimation for Small
UAVs Using Low-Cost Sensors

Derek B. Kingston and Randal W. Beard*

Department of Electrical and Computer Engineering

Brigham Young University, Provo, Utah 84602

Small unmanned air vehicles (UAVs) and micro air vehicles (M AVs) have payload and
power constraints that prohibit heavy sensors and powerful processors. This paper presents
real-time attitude and position estimation solutions that use small, inexpensive sensors
and low-power microprocessors. In connection with an Extended Kalman Filter attitude
estimation scheme, a novel method for dealing with latency in real-time is presented using
a distributed-in-time architecture.

Essential to small UAV or MAV missions is the ability to navigate precisely. To re-
duce computational overhead and to simplify design, a cascaded filter approach to position
estimation is used. The design is insensitive to noise and to loss of GPS lock.

Simulation and hardware tests show that the algorithms operate in real-time and are
suitable for control, stabilization, and navigation.

I. Introduction

RECENT interest in design and flight of small UAVs and MAVs has prompted research into control and
navigation of such vehicles. The potential for small inexpensive air vehicles is vast: reconnaissance,
surveillance, search and rescue, remote sensing (nuclear, biological, chemical), traffic monitoring, natural
disaster damage assessment, etc.'>2 A necessary part of these missions is accurate navigation of the vehicle.
Typically, MAVs and small UAVs are very difficult to fly without a trained pilot.? To automate the stabi-
lization and navigation of these vehicles, suitable estimation and control schemes are needed. This paper
will develop attitude and position estimation filters that use instruments that are small enough to fit on a
small UAV (on the order of 50 cm wingspan).

Small UAVs and MAVs have constraints that prohibit traditional solutions to the attitude and position
estimation problems. Most notably, accurate navigation-grade gyros are simply too large to be flown on
these small aircraft. Power constraints require that low-power embedded microprocessors be used, which
can restrict the complexity of algorithms that can be implemented in real-time. One of the contributions of
this paper is to show that adequate estimation can be achieved even with these constraints. This solution
can also be used as a back-up to more accurate estimation on larger aircraft.

This paper will present a two-stage solution to attitude and position estimation. The first stage is
attitude estimation. Many attitude estimation schemes are available. This paper will present a straight-
forward solution that operates in real-time and satisfies the weight and power constraints of a small UAV. In
addition, the attitude estimation scheme will explicitly deal with latency using a unique distributed-in-time
formulation. Attitude will be directly available for state feedback, and more importantly, as an input to the
second-stage navigation filter. It is notable that with a cascaded filter approach (i.e. the output of the first
stage filter feeds the second stage), any unbiased attitude estimation scheme can be used at the first stage,
including vision-based? or infrared-based® schemes.

A formulation for an Attitude Heading Reference System (AHRS) will be presented in Section IT with
simulation results shown in Section ITI. Section IV contains the Inertial Navigation System (INS) formulation.
Section V presents simulation results of the cascaded INS. Results of a hardware experiment are shown in
Section VI and Section VII offers conclusions.

*Corresponding author: beard@ee.byu.edu
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II. Real-Time Distributed-in-time AHRS

THE purpose of this section is to present a real-time solution to the attitude estimation problem in the
presence of delayed measurements.® We implement an Extended Kalman Filter (EKF), but complemen-
tary filters and Unscented Kalman Filters (UKF)® could also be used. To formulate an EKF, a state-space
model of the system along with a mathematical description of the relationship between measurements and
state variables must be available.

A. Attitude Filtering

The attitude dynamics of a rigid body can be described in terms of the unit quaternion vector,® q, by

q=Q(w)q (1)
where q is the attitude quaternion vector and
0 —W1 —Ww?2 —Wws3
1 w1 0 w3 —Ww?2
Qw) =3 (2)
2 Wy —Wws 0 w1
w3 w2 —W1 0

where wy is the roll rate, ws the pitch rate, and ws the yaw rate.

To avoid the need to know the inertia tensor of the vehicle (needed to compute angular accelerations)
we use rate gyro measurements to update the quaternion estimate. While this introduces noise and other
complications, it allows an implementation that is general for a large range of vehicles. Small UAVs and
MAVs have very small payload capacity which necessitates the use of small MEMS devices to measure
angular rates. These devices drift over time. Because the estimate of q is effectively the integral of the rate
gyros (1), some compensation for drift will be needed to give a reliable estimate. Without an estimate of
bias, the discrepancy between measured attitude and the attitude obtained through Equation (1) will grow,
causing the filter to diverge. For this reason the state vector is given by

=[]

where q is the quaternion estimate of attitude and b is the estimate of bias on the rate gyros. By explicitly
estimating the bias on the rate gyros, compensated angular rates can be made available to the UAV controller.
The drift on gyros can be modelled as a random walk, so the state-space model is simply b=0. The system
is then described by

z = f(z,w) (4)
y = h(z)
where
an—! 2(q293 + qoq1)
Qw — b) t (1_2@12*‘122)) ¢
f@,w) = 0**! ’ ] » h(@) =1 sin T (=2(q1g3 — qog2)) | = | ¢ ()
tan—1 ( 2(q192 + qog3) ) (0
1—2(q2” + ¢3°)

and w is the vector of angular rates measured by the gyros and h(x) is the transformation from quaternion
to Euler representation of attitude.” This transformation is needed because the measured values of attitude
will be represented with Euler angles and because quaternion errors can be difficult to make sense of.®3

aFor a detailed explanation see?
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B. Attitude Measurements

One of the most difficult parts to estimating attitude is obtaining a measurement. A number of different
solutions to the attitude measurement problem have been proposed and implemented. One popular method
is to use the carrier phase of GPS signals.”!? This involves at least three GPS antennas with a known
geometry. Once the phase ambiguity is resolved, phase differences between antennas can be calculated and a
good estimate of attitude is made. The solution improves as the baseline between antennas increases, making
implementation on small UAVs or MAVs difficult. Gebre-Egziabher et al'! proposed an ultra short baseline
solution (approx 36 cm baseline), but even this is too large and heavy for small UAVs and MAVs.? 12 Other
promising methods for small UAVs and MAVs use vector measurements of the magnetic and gravitational
fields and then solve a set of nonlinear equations using optimization methods to come up with an attitude
measurement.® '3 A unique approach is to use the signal-to-noise ratio on the GPS antenna to measure
attitude.'* Because the end goal of estimating attitude is usually to control or stabilize the aircraft (i.e. use
the estimate as state feedback), Akella et al'® formulated a feedback law that skips the estimation step and
regulates the attitude with only gyro and inclinometer measurements.

Perhaps the most straight-forward way to measure attitude is to use the accelerometers as an inclinometer
to give a measurement of roll (¢) and pitch (0) with the direction of GPS velocity used to measure heading
(). Complications arise, however, due to the aircraft acceleration in the reference frame. This means
that the accelerometers will not measure the gravity vector, rather they will measure the aircraft apparent
gravity (g — @aircratt)- By augmenting accelerometer measurements with GPS calculated accelerations a good
estimate of roll and pitch can be made.® ¢ In addition, the use of GPS to calculate heading will only work if
the aircraft has a velocity from which to calculate heading, therefore, the AHRS presented in this paper will
only be valid for fixed-wing aircraft flying at velocities high enough to generate a GPS heading angle. This
limitation can be overcome with the addition of a magnetic compass, but for aircraft where GPS heading is
reliable, the extra hardware and complexity may not be desirable.

Measurements of ¢ and 6 are made by measuring the acceleration in the body frame and relating it to a
reference acceleration vector in the Earth Centered Earth Fixed (ECEF) frame (usually the gravity vector
g =[00 g]T, where g is the gravitational constant). The reference vector is constructed such that when the
reference vector is measured in the body frame, this will correspond to zero roll and zero pitch angles.

To relate the measured acceleration in the body frame to the reference vector in the ECEF frame, a
mathematical relationship between the two should be formalized. The rotation matrix from the ECEF
frame to the body frame is

cos(0) 0 — sin(6)
CECEF—body = | sin(f)sin(¢) cos(¢)  cos(f)sin(¢) (6)
sin(f) cos(¢p) —sin(¢) cos(f) cos(¢)

and it follows that the transformation of acceleration in the ECEF frame to acceleration in the body frame
is

Gy Tx
ay | =CECEF—body | Ty (7)
Gz Tz

where a is in the body frame and r is in the ECEF frame.

When the aircraft (and hence the body frame) is accelerating relative to the ECEF frame, the accelerom-
eters will not measure the gravity vector, rather they will measure the aircraft apparent gravity (g — Qaircraft)-
The acceleration of the aircraft relative to the ECEF frame, a@aircrass, is the second derivative of GPS mea-
surements rotated by the heading . The rotation by 1) is necessary to align the X and Y GPS measurements
with the body X and Y axes. With knowledge of this acceleration, a new reference vector can be constructed
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and ¢ and 6 can be solved for as follows:

re = — (cos(¢)agps, + sin(Y)acps, )
ry = - (— sin(¢)agps, + cos(w)agpsy)
r. = g—agps,
TzQy + Tz rm2 + rz2 - aw2
g9 = 2 2
[l
0 — tan! (u) ()
gpT 2
rg = 7zsin(f) + r, cos(h)
TyGy + Tor/Ty? + 6% — ay?
9 = 2 2
ry“ + o
6 = tan-! (m) , ()
OpTe

The procedure for obtaining an attitude measurement using a low-cost GPS receiver and three axis
accelerometers is now addressed. While many GPS receivers can be configured to output velocities as well
as positions, it will be assumed that the GPS receiver outputs only position information at 1 Hz.

To make a measurement of attitude the following steps are followed:

=W N =

. Calculate the heading 1 from velocity:

. Obtain three consecutive GPS position measurements,
. Difference the GPS measurements to obtain two velocity measurements,
. Average the velocity measurements to give average velocity over 2 seconds,

1 (Y
1 = tan <X>’

(10)

5. Difference the GPS calculated velocities to obtain a GPS acceleration measurement — agps,

(=)

. Average the accelerometers over the same 2 seconds as the GPS velocity is calculated — a,

7. Calculate roll ¢ and pitch 0 using the accelerometers and GPS acceleration rotated by v using Equa-

tions (8) and (9).

C. Latency and Real-Time Computation

When measurements are made in the manner outlined in
section II.B, significant latency is introduced. To evaluate
the latency of a measurement, it is assumed that a GPS
receiver outputs positions at a rate of 1 Hz with latency
of approximately 1/10th of a second (due to calculation
onboard the GPS module and communication from the
GPS receiver to the microprocessor).

Referring to Figure 1, by the time the information is
available to make a measurement of attitude, the mea-
surement will be delayed by 1.1 seconds. Note that to
make the measurement, accelerometer values need to be
known from the time the first GPS position considered
was received — this requires logging of accelerometer mea-
surements over a 2.1 second interval.

To compensate for latency, it is proposed that all sen-

GPS GPS

| | [
2.1 11 01
Figure 1. Latency from GPS acceleration calcu-
lation.

sor and state information be data logged over the 2.1 second period from which GPS acceleration will be
calculated. Once a measurement is generated (with latency of 1.1 seconds), the state estimate correspond-
ing to 1.1 seconds previous is updated. The updated estimate is then propagated using the stored sensor

information up to the current time.
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The propagation of the state from the measurement \ ~ || ~ || ~ || "
T L L
update up to the current time will dominate the com- Best Estimate  Estimte T seconds Latent Estimate Amount Lat ent
previ ous
putation time required to run the filter. For most sys-

tems, there will not be enough computational ability to

do this without significantly reducing the sample rate. | weasurerent vade
To address latency while simultaneously allowing for a « , = Meastrement Update (xg)
fast filter update rate, a distributed-in-time computation - =T
architecture is used. Figure 2 outlines the design of a " $ V= Time Update (%)
distributed-in-time filter. |

The idea is to only call the time update routine of- (=0 « 5, = Time Update (x))
ten enough each time step to ensure real-time capability ct=t -t @
while also guaranteeing that the updated estimate reaches + %= Time Update ()

current-time before the next measurement is made. Es-
sentially, we use the empty time during the iterations be- Figure 2. Distributed-in-time filter architecture.
tween measurement updates to propogate the latent esti-
mate up in time. While the updated estimate is being propagated in time, a previous best estimate should
also be propagated to make the best no-latency estimate available until the updated estimate has zero
latency.

To illustrate the distributed-in-time architecture and
to demonstrate real—time Capability, an implementation ‘CurrentEstimateTime Update: 3.75 ms ‘ ‘Currem Estimate Time Update: 3.75 ms

of the AHRS has been designed and tested. The target * GPS — Measurement Update: 9 ms

. . « Best Estimate Time Update: 3.75 ms
filter update rate is 30 Hz. A low-power microcontroller : Updated Estimate Time Update x5: 1875 ms

. . . * Total: 31.
running at 29 MHz was used. On this platform, the time s
update takes 3.75 milli-seconds and the measurement up- LBJZZ‘atE;é'E;‘Iem Time, I%idatgd:tgi TS 25 me
date takes 9 milli-seconds. With these computational con- * Total: 30 ms .
straints and without a distributed-in-time architecture, - Updated Estimate Time
. . . ate x /: . ms

the filter could not address latency without bringing the + Updated Estimate Becomes
filter update rate down to below 15 Hz. To design a 30 c”"eT Es"matle |
Hz update rate, the computation dealing with latency is | | | | | | | -

spread over multiple updates of the filter, with the com-
putation for each step not to exceed 33 milli-seconds.

Figure 3 shows how the computation is distributed to
ensure a no-latency estimate at 30 Hz. Note that the
measurement updated estimate gets propagated 33 times
(corresponding to the 1.1 seconds of latency) over 5 updates of the filter. A no-latency EKF with these
computational constraints could be designed to run at 78 Hz — the same rate that a normal EKF could
run. In fact, a no-latency filter can run at the same rate as its counterpart if the time required for a
measurement update is greater than or equal to twice the time required for a time update and the latency
in the measurement is less than twice the time between measurements.

Note that, in general, the time required to do a measurement update will be larger than the time required
to perform a time update (due to the need to invert a matrix during the measurement update). Often, latent
measurements have small latency compared to the time between measurements, so a no-latency EKF will,
in many cases, be able to operate at the same rate as its counterpart.

—
Filter Update Time Step: 33 ms

Figure 3. Latency compensation at 30 Hz.

III. AHRS Simulation Results

HIS section describes simulation results of the AHRS formulated in section II. A full 6 degree of free-

dom model provides truth values. The simulated aircraft performed an 11 minute flight with multiple
coordinated turn and climb maneuvers. Figure 4 shows the roll angle over the simulated flight (pitch and
yaw angles show similar noise characteristics). The solid line is the true roll angle and the dashed line is the
estimate from the AHRS.

Noise values on simulated sensors are selected based on manufacturer specifications and experimental
data. Noise values are modelled as Gaussian N(0,0?), drift values are modelled as Random Walk (i.e.
JN(0,02%) ), and GPS is modelled as a Gauss-Markov Process with delay of 1/10th of a second and a
correlation time of 100 seconds. The simulated standard deviation for the gryo drift is 3°/sec/min.
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Figure 4. Roll angle over 11 minute flight.

The AHRS is able to estmate the roll, pitch, and yaw angles with zero mean and standard deviation of
approximately 3°. Similarly, the bais estimates have standard deviation of 0.84°/sec.

IV. Cascaded INS Filter

THE choice of cascading an AHRS filter with a separate INS filter is based primarily on the ease of design
and computational efficiency. In a cascaded format, the AHRS and INS filters can be designed and tuned
completely independent of each other. The relationship between the two filters can be described succinctly
(and fairly accurately) by the input noise parameters to the INS filter. A cascaded structure also reduces
computation. By removing the calculations that relate the attitude states to the inertial states, the cascade
formulation has much less computational overhead than a full EKF. Even though the cascaded filter is sub-
optimal,!”>!® the performance is comparable to the full EKF. In other words, the cascade implementation
allows for increased flexibility, is easier to implement and tune, and is dramatically less computationally
expensive, with only a small performance loss.
The general UAV equations of motion'® for navigation are

X u
y | =beM” | 4 (11)
Z w
U 0 1 P U
0 | =DCM |0 |+—F—|q|x|uv (12)
g r

where DCM is the Direction Cosine Matrix;® u, v, and w are the body velocities out the nose, the right
wing, and the belly, respectively; X and Y are the inertial coordinates of the UAV in the Earth Centered
Earth Fixed (ECEF) frame; —Z is altitude; g is the gravitational constant; m is the mass of the UAV; F is
the translational forces acting on the UAV; p, ¢, and r are the roll, pitch, and yaw rates, respectively.

A typical AHRS/INS filter will propagate the states in Equations (11) and (12) along with attitude
and gyro bias states. This can be problematic because the F'/m term can be hard to characterize. Many
implementations simply use accelerometers to estimate this term, but this is basically integrating the ac-
celerometers twice to get position — any small drift in the accelerometers can cause problems. To avoid
this and to break the filter into a cascaded format, the following assumptions will be made: (1) attitude is
available from a preceding AHRS filter, (2) v and w are much less than v and close to zero (this is equivalent
to assuming small angle of attack and very little sideslip), and (3) a measurement of altitude is available
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even when GPS lock has been lost (say from an absolute pressure sensor). With these assumptions in place,
the cascaded INS filter takes the form given in Figure 5 where V}, is measure airspeed.

Attitude

AHRS

Sensors :
GPS, Vp, Altitude

Figure 5. Diagram of Cascaded INS

INS

Treating the attitude estimate from the AHRS and the UAV airspeed as an inputs to the INS, the
state-space model of position is given by

VP
&=DCM" | 0 |, y== (13)
0

where the DCM is the rotation matrix that maps vectors from the refence frame to the body frame (purely
a function of attitude) and x = [X Y Z]7.

In forming the INS, note that the inertial states are driven by the body velocities rotated by the attitude
(Equation (11)). Treating attitude as the input to this filter allows us to form the DCM from the inputs,
reducing the computation associated with calculating the statistical relationship between attitude changes
and the resulting change in position. Using this same notion of reduction of complexity by replacing states,
we can replace the vector [u v w]T by [V}, 0 0]7 where V,, is the measured airspeed. In this way, we avoid the
complex state update in Equation (12) as well as the problematic measurement of [u v w]|T (which would
require angle of attack and angle of sideslip sensors).

Note that u, v, and w are all inputs, with u ~ V,, and v, w =~ 0. By defining noise characteristics for
all attitude inputs as well as for u, v and w estimates, the relationship from input to state changes can be
leveraged by the EKF.

The advantages of an INS in this format are very low computational overhead and insensitivity to loss
of GPS or noisy inputs from attitude and airspeed.

V. INS Simulation Results

THE INS presented in Section IV was simulated in the same manner as the AHRS to determine accuracy of
the INS filter. The INS was also programmed in C code for a 29 MHz low-power microprocessor. Real-
time ability of the INS is demonstrated by the execution times of the INS on this platform: 2 milli-seconds
for both time and measurement updates.

Two flight tests were simulated; one where GPS was available for the full time and one where GPS
information was ignored for the remainder of the flight after the filter had run for a short time. Figure 6(a)
shows the filter results with the corresponding GPS measurements for the case when GPS connection is
uninterrupted. A magnified portion of the data is shown to verify that the INS correctly smoothes through
GPS measurements, providing an estimate of position at every instant of time. Figure 6(b) shows the case
when GPS lock is lost halfway through the flight. As can be seen, even after 5 minutes of no GPS lock, the
INS only strays a maximum of 22 meters from the true position. In both figures the solid line is the true
position and the dashed line is the estimated postion from the INS.

The performance of the INS is very good considering the quality of the inputs (standard deviation of
attitude angles of 5° and on airspeed 4 m/s). It is concluded that the INS is robust to both input noise and
GPS loss.
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Figure 6. INS perfomance in simulation

VI. Preliminary Hardware Results

TO verify the results obtained through simulation, a hardware experiment was performed. A suite of
sensors identical to those used in BYUs low-cost autopilot?? is placed in a cradle at the end of a 2.5
meter boom. A motor drives the setup at variable speeds in a circle — effectively putting the sensors in a
coordinated turn. Truth values for roll angle are obtained through a potentiometer attached to the cradle;
pitch angle is assumed to be zero due to the mounting of the sensors in the cradle. Truth values for inertial
position and heading angle are obtained through integrating the encoder on the driving motor and using
the geometry of the setup. As can be seen in Figure 7(a), the AHRS estimates roll and pitch angles to
within 2 degrees. Figure 7(b) shows that the performance of the INS is also very accurate. It should be
emphasized that these results were obtained with actual hardware sensors and in a manner that very closely
approximates actual coordinated flight.

Roll Angle (degrees) Roll Estimate Error (degrees)
5 6
0 5
4
5
3
-10
2
-15
1
-20 0
-25 -1
0 500 1000 1500 2000 0 500 1000 1500 2000 3 08
) 07
Pitch Angle (degrees) Pitch Estimate Error (degrees) — 06
3 4 € 0
1 o
2 3 = T 05
o =
1 2 20 S, 04
g s
0 1 - = 03
a 5
A 0 & 02
2 A 2 01
-3 2 3 o
. 5 -4 2 0 2 4 0 500 1000 1500 2000
0 500 1000 1500 2000 0 500 1000 1500 2000 X Position (m) Samples
(a) Attitude estimation (b) Position estimation

Figure 7. AHRS and INS results during a preliminary hardware experiment
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VII. Conclusions

FOR small UAV and MAV applications, payload is critical. The AHRS and INS as outlined in this paper
require only very light-weight, inexpensive sensors. The total sensor payload including the GPS receiver
is less than 0.45 oz. (12.7 grams).2’ With future miniaturization, a complete sensor suite plus microprocessor
could possibly be developed to be small enough to be flown on a MAV. A current hardware implementation
at BYU weighs 2.2 oz. and has demonstrated autonomous flight on aircraft with wingspans as small as 21
in.

This paper has demonstrated a real-time solution to attitude and position estimation for small UAVs
and MAVs. A real-time AHRS has been developed that explicitly deals with latency and has been shown
to be adequate for small UAV and MAV applications. A cascaded filter implementation of an INS has been
demonstrated in simulation and preliminary hardware tests and has been shown to be insensitive to GPS
loss and input noise.
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