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Abstract—This paper addresses the problem of coordinating
multiple spacecraft to fly in tightly controlled formations. The
main contribution of the paper is to introduce a coordination
architecture that subsumes leader-following, behavioral, and
virtual-structure approaches to the multiagent coordination
problem. The architecture is illustrated through a detailed ap-
plication of the ideas to the problem of synthesizing a multiple
spacecraft interferometer in deep space.

Index Terms—Control architecture, coordinated control, inter-
ferometry, spacecraft formation flying.

I. INTRODUCTION

T HE CONCEPT of multiple spacecraft flying in forma-
tion is emerging as an attractive alternative to traditional

monolithic spacecraft for both scientific and military applica-
tions. The multiple spacecraft approach has several advantages
including, increased instrument resolution, reduced cost, recon-
figurability, and overall system robustness. Some of the poten-
tial applications for formation flying include space-based inter-
ferometers and military surveillance instruments. Both NASA
and the Air Force have identified spacecraft formation flying as
a key technology for the 21st century.

In addition to research on spacecraft formation flying, there
have also been a number of studies on coordinating the be-
havior of multiple robots and aircraft. While the application
is different, the fundamental approaches to the coordination of
multiple spacecraft, robots, and aircraft are very similar: the
common theme being the coordination of multiple agents to
accomplish an objective. There are roughly three approaches
to multiagent coordination reported in the literature, namely
leader-following, behavioral, and virtual structures.

In leader-following, one of the spacecraft is designated as
the leader, with the rest of the spacecraft designated as fol-
lowers. The basic idea is that the followers track the position and
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orientation of the leader with some prescribed (possibly time
varying) offset. There are numerous variations on this theme in-
cluding designating multiple leaders, forming a chain (space-
craft tracks spacecraft ), and other tree topologies.

One of the first studies on leader-following strategies is re-
ported in [1] which discusses formation control laws for mo-
bile robots. The application of these ideas to spacecraft forma-
tions is reported in [2], where explicit control laws for forma-
tion keeping and relative attitude alignment based on nearest
neighbor tracking are derived. Several leader-following tech-
niques are discussed including leader tracking, nearest neighbor
tracking, barycenter tracking, and other tree topologies. In [3],
the ideas of [2] are extended to account for actuator satura-
tion and are applied to the problem of controlling the formation
to execute a continuous rotational slew. In [4], adaptive con-
trol laws are added to the control derived in [2] in order to re-
ject common space disturbances. Leader-following approaches
to satellite formation keeping in earth orbit are described in
[5]–[7].

There have been a number of studies of leader-following
techniques in the mobile robotics community. In [8], leader-fol-
lowing is used to control a group of mobile robots to coopera-
tively move a box. In [9], feedback linearization techniques are
used to derive tracking control laws for nonholonomic robots
that are used for leader-following. In addition, the authors
describe the formation configuration as a directed graph. The
shape of the formation is changed as graph structures are
changed. Another approach to leader-following for multiple
nonholonomic robots is described in [10]. A leader-following
approach to the platoon problem in intelligent highways is
contained in [11].

The basic idea behind the behavioral approach is to prescribe
several desired behaviors for each agent, and to make the con-
trol action of each agent a weighted average of the control for
each behavior. Possible behaviors include collision avoidance,
obstacle avoidance, goal seeking, and formation keeping. There
are also numerous variations on the behavioral approach to mul-
tiagent coordination, most of which are derived by novel weight-
ings of the behaviors.

In [12], the behavioral approach is applied to the problem of
maintaining a constellation of satellites in an equally distributed
ring formation in earth orbit. Simple Lyapunov control functions
are used to maintain distance and avoid collisions. The applica-
tion of the behavioral approach to aircraft flying in formation
is described in [13], where the control strategies are derived to
mimic the instinctive behavior of birds and fish. A paper that
describes the behavioral approach to formation keeping for mo-
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bile robots is [14] where control strategies are derived by aver-
aging several competing behaviors including goal seeking, col-
lision avoidance, and formation maintenance. Since competing
behaviors are averaged, occasionally strange and unpredicted
behaviors may occur. Unit-center tracking, leader tracking and
nearest neighbor tracking controls are also studied. In [15], the
behavioral approach is used to cause a group of robots to create
line and circle formations. These ideas are extended in [16] to
the problem of controlling a formation of mobile robots to trans-
port objects.

In the virtual structure approach, the entire formation is
treated as a single structure. For example, in an interferometry
mission it may be desirable to have a constellation of spacecraft
act as a single rigid body. In the virtual structure approach, the
control is derived in three steps: first, the desired dynamics
of the virtual structure are defined, second, the motion of the
virtual structure is translated into the desired motion for each
agent, and finally, tracking controls for each spacecraft are
derived.

The virtual structure approach was applied to formations of
mobile robots in [17]. The application to formations of space-
craft in free space is described in [18] and [19]. In Section III
we will give a detailed example of the virtual structure approach
to spacecraft formation control.

Besides the three approaches described above, there have
been other studies of multiple satellites orbiting the earth in
formation. Two spacecraft flying in a polar orbit formation is
considered in [20] and [21], and a software package that imple-
ments their approach is described in [22]. In [23], the design of
a two satellite formation flying mission for an interferometric
SAR topography mission is described. Formation keeping
for low-earth orbit satellites is considered in [24]. Relative
formation keeping for low-earth orbits using linear quadratic
(LQ) regulators is discussed in [25]. There have been several
studies on optimal fuel formation control including [26]–[28].

Leader-following, behavioral, and virtual structure ap-
proaches to the coordination problem have their corresponding
strengths and weakness. The strength of leader-following is
that group behavior is directed by specifying the behavior of
a single quantity: the leader. The weakness, however, is that
there is no explicit feedback to the formation. For example, the
leader may be moving too fast for the following agents to track.
Another weakness is that the leader is a single point of failure
for the formation. The strength of the behavioral approach is
that it is natural to derive control strategies when agents have
multiple competing objectives. In addition, there is explicit
feedback to the formation since each agent reacts according
to the position of its neighbors. Another strength is that the
behavioral approach lends itself naturally to a decentralized
implementation. The primary weakness is that group behavior
cannot be explicitly defined, rather the group behavior is said
to “emerge.” Another weakness is that behavioral approaches
are difficult to analyze mathematically and characteristics of
the formation (like stability) cannot generally be guaranteed.
The strength of the virtual structure approach is that it is fairly
easy to prescribe a coordinated behavior for the group. In
addition, feedback to the virtual structure is naturally defined.

The disadvantage is that requiring the formation to act as a
virtual structure limits the class of potential applications of this
approach.

The objective of the current paper is to introduce an architec-
ture that unifies the three approaches discussed above. The uni-
fying theme is that of dynamic coordination variables. In leader-
following, coordination is achieved through shared knowledge
of the leader’s states. In the behavioral approach, coordination
is achieved through shared knowledge of the relative configu-
ration states. In the virtual structure approach, coordination is
achieved through shared knowledge of the states of the virtual
structure. The idea of dynamic coordination variables is similar
to the notion of an “action reference” introduced in [29]. It is
hoped that this paper represents a step toward a general coor-
dination architecture that allows various control designs to be
compared in a uniform framework.

The proposed hierarchical architecture is similar to hierar-
chical architectures that have been proposed for Intelligent Ve-
hicle/Highway Systems [30], air traffic management [31], and
an autopilot for a model helicopter [32].

The outline of this paper is as follows. In Section II, we
introduce a new architecture for spacecraft formation control.
We also demonstrate how the virtual structure approach to
coordination can be implemented in this architecture. In Sec-
tion III, we demonstrate the application of this architecture to
the problem of synthesizing a deep-space, free-flying, multiple
spacecraft interferometer. In particular, the following scenario
will be demonstrated. A constellation of three spacecraft
will first be initialized into a formation. The formation will
then be retargeted to point at a star. The formation will then
be controlled to cover several U–V interferometry points. A
high-precision station keeping maneuver is then performed at
each U–V point. Simulation results show the efficacy of the
approach. Our conclusions are given in Section IV.

II. A N EW ARCHITECTURE FORFORMATION FLYING

The objective of this section is to introduce a new architec-
ture for spacecraft formation control that subsumes leader-fol-
lowing, behavioral, and virtual structure approaches and that is
amenable to analysis via control theoretic methods. The gen-
eral architecture is motivated by the existence of several levels
of control in formation flying. At the highest level of abstrac-
tion is the dynamic transition from one subtask to another. For
instance, in the interferometry scenario to be discussed in Sec-
tion III, the formation must rotate to a particular pose (subtask
1), and then maintain that pose with a high level of precision
(subtask 2). At the next level of abstraction, there must be a
mechanism to coordinate the motion of each individual space-
craft to synthesize the desired behavior of the constellation. Fi-
nally, at the lowest level of abstraction, each individual space-
craft needs to be controlled to be consistent with the coordi-
nating mechanism. In addition, there needs to be feedback be-
tween all three of these levels of abstraction, and this needs to
be done is a way that lends itself to analysis.

A block diagram of the proposed architecture is shown
schematically in Fig. 1. The system represents theth
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spacecraft, with control input vector representing control
forces and torques, and output vector representing the
measurable output of the spacecraft, most likely position and
attitude vectors.

The system represents the local controller for theth
spacecraft. The inputs to are the output of theth spacecraft

and the coordination variable. The outputs of are the
control vector , and the performance variable.

The system is the formation control and represents the
primary coordination mechanism in the system. The formation
control block outputs the coordination variablewhich is broad-
cast to all spacecraft. In addition, the formation control block
outputs , which encapsulates the performance of the forma-
tion, to the supervisor. The inputs toare the performance vari-
ables from each spacecraft, and the output of the supervisor

.
The system is a discrete-event supervisor that uses the per-

formance vector to determine the input to the formation con-
trol .

State-space representations for each subsystem can be de-
fined as follows:

(1)

(2)

(3)

(4)

where , and evolve over continuous state spaces.
The supervisor is a discrete-event dynamic system where

evolves over a countable set of states. The coordination of
individual spacecraft is accomplished through the coordination
vector .

The architecture shown in Fig. 1 has several advantages that
are listed below.

• It accommodates both centralized and decentralized for-
mation control schemes. For centralized control,and
are implemented at a centralized location (e.g., one of the
spacecraft), and then the coordination variableis broad-
cast to the local control loops for each spacecraft. Central-
ized implementation will require high-bandwidth commu-
nication. For decentralized control, each spacecraft instan-
tiates a local copy of and . For centralized control, the
spacecraft are synchronized via the combined state space
for and . For decentralized control the local instan-
tiations of and must be synchronized. This can be
accomplished by 1) infrequent (low bandwidth) commu-
nication; 2) building a local observer to estimate the states
of the local instantiations of and on the other space-
craft; or 3) a combination of the two.

• The architecture of Fig. 1 allows a variety of control strate-
gies to be used for both and . This allows a great deal

Fig. 1. Architecture for formation flying.

of flexibility in the design and analysis of formation con-
trol strategies. Essentially, the approach provides a basic
architecture, allowing the objectives of the particular ap-
plication to dictate the type of control used. Therefore var-
ious control designs can be studied and compared within
a single framework.

• Significantly, the architecture allows feedback from the
spacecraft to the coordination structure, i.e.,and .

• Another advantage is that the formation dynamicscan
be propagated with a temporal advance, allowing model
predictive, finite look-ahead, and feedforward control
strategies at the spacecraft level. This has the potential
of significantly improving the accuracy to which the
formation can be maintained.

• The amount of data that must be “up-linked” from earth is
fairly minimal. To initialize or reconfigure a constellation,
the only thing that needs to be uploaded is at most the
right-hand side of (2)–(4).

• The architecture shown in Fig. 1 is amenable to analysis
via control theoretic methods.

In addition, this architecture subsumes leader-following,
behavioral, and virtual structure approaches to formation con-
trol. In leader-following control, coordination is accomplished
through the leading spacecraft. The formation control block
is therefore the first spacecraft, with . In the current
literature the feedback connection from to has not been
introduced. This is one aspect of formation control that needs
to be explored.

In behavior-based control schemes, the coordination mecha-
nism is the relative position and orientation vector of a space-
craft’s neighbors. The formation control blockcan be formed
by stacking the relative position, velocity, attitude, and angular
velocity vectors into . Of course, the local control for each
spacecraft only uses a subset of the elements in. In currently
reported behavioral schemes, interaction with a discrete-event
supervisor has not been introduced. The introduction of this in-
teraction also needs to be explored.

In the virtual structure approach, the spacecraft are coordi-
nated through the states of the virtual structure. The remainder
of this paper will focus on the application of the architecture
shown in Fig. 1 in the context of the virtual structure approach.
Toward that end we make the following definitions. Letand

, be the inertial position and velocity of theth spacecraft.
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Also, let be a unit quaternion that represents the orientation
of the principal axes of theth spacecraft with respect to inertial
coordinates and let be its angular velocity. The state of the
th spacecraft is defined to be

and the state of the constellation is defined to be

where is the transpose of. A superscript “d” will represent
a desired quantity, e.g., is the desired inertial position of the
th spacecraft.

Conceptually, the formation can be thought of as a single “vir-
tual” structure with inertial position , velocity , attitude
and angular velocity . Let be a coordinate system located
at with orientation given by , and let

The desired relative position, velocity, attitude, and angular ve-
locity of the th spacecraft with respect to is given by ,

, , and , respectively. Accordingly let

The state of the formation (also called a virtual structure in [17]
and a template in [18] and [19]), is given by

(5)

If is the geodesic metric on SO(3) as defined in Ap-
pendix A, then the distance betweenand can be defined
by the following vector:

Accordingly, is a metric that quantifies the dis-
tance between , and . Let

then is a metric that quantifies the distance between
the states of the constellation, and the desired states of the
constellation . Note that does not define a norm
since is not a norm. Similarly, the distance between the
formation states and desired formation states is given by
the metric , where

As illustrated by the following list, this notation can be used
to naturally define a number of formation control problems.

Unconstrained Initialization.Given a fixed desired config-
uration , find such that as

.

Initialization With Collision Avoidance.Given a fixed
desired configuration , find such that

as , subject to the con-
straint that , for every .
Unconstrained Translation and Rotation.Suppose that
the task is to translate and rotate the entire formation, as
if it were a rigid body from to . The formation
control problem is to find and such that

and as
.

Constrained Translation and Rotation.For many applica-
tions (including the interferometry example discussed in
Section III), it is desirable that the formation be translated
and rotated such that certain constraints on the relative
position and attitude of the spacecraft are maintained.
The problem may be posed as follows. Suppose that

, where is the element-by-el-
ement inequality operator, find , and such
that as subject to the
constraint that , where and are
vectors.
Attitude Constraints.A typical constraint is that the solar
panels of the spacecraft need to be oriented toward the sun
throughout the maneuver. This can be formulated as fol-
lows. Let be the coordinate frame associated with the
sun, and let be the coordinate frame associated with the
solar panel on the spacecraft which is defined such that the
solar panel is perfectly aligned with the sun when the axes
of are aligned with the axes of . Let represent the
orientation of with respect to , and let and
be similarly defined. Then the formation control problem
with sun constraints is to design, , and such that

and as
subject to the constraint that

(see Appendix A).
Fuel Equalization/Minimization.A critical requirement in
spacecraft formation flying is to minimize the fuel ex-
pended by the spacecraft. It is also important to main-
tain relatively equal amounts of fuel on each of the space-
craft so that one does not run out of fuel before the others
(starvation). To consider fuel optimization problems de-
fine to be the fuel mass contained on theth spacecraft.
The formation control problem under fuel constraints can
be posed as follows. Find, , and such that

and as
subject to the constraint that the functional
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Fig. 2. Three spacecraft interferometer.

is minimized. The first term in this functional represents
the total amount of fuel expended by the constellation. The
second term is motivated by the negative entropy of a prob-
ability distribution [33], which is minimum for a uniform
distribution, i.e., the second term will be minimized when

for all . This ob-
jective function has been used in [28] to study fuel optimal
rotations when the spacecraft are constrained to remain in
formation during a maneuver, and in [27] for the case when
the spacecraft are not constrained to remain in formation
during the maneuver.

In the next section, we will demonstrate how these definitions
are used to design a complete formation control scenario for a
separated spacecraft interferometer in free space.

III. I NTERFEROMETRYEXAMPLE

To fix ideas, we will give an example motivated by the New
Millennium Deep Space 3 (DS3) mission currently planned by
NASA for launch in 2003 [34], [35]. One instantiation of DS3
consists of three spacecraft that fly in formation in a helio-
centric orbit.1 The objective of the formation is to synthesize
a space-based interferometer for imaging stars. A picture of a
three spacecraft interferometer is shown in Fig. 2.

An interferometer works by collecting two light beams that
have traveled different paths from the same source, and then
combining the beams to create a interference fringe pattern.
The width, angle and intensity of the fringe pattern determines

which is the mutual coherence function of the light
source, where and are frequency variables in the Fourier
domain. The intensity map, or image, of the source is obtained
through an inverse Fourier transform of the mutual coherence
function [36]. The mutual coherence function is parameterized
by the variables and which range over , forming a plane
called the “U–V plane.” The physical configuration of the
spacecraft formation determines the particular point in
the U–V plane.

1The current approach is to use two spacecraft instead of three.

The mapping from physical space to the U–V plane is
many-to-one, in fact there are an infinite number of physical
configurations corresponding to a single point . Fig. 2
shows a three spacecraft interferometer, where the spacecraft
are configured in an equilateral triangle. The vectorin the
figure points in the direction of the light source. The distance
between the two “combiner” spacecraft is called the baseline
and is of length . The angle of the baseline with respect to
is denoted by . The physical configuration parameters
map to a single point (which may give more information
about the image if the light source has symmetry properties).
To image a star, the formation must undergo a sequence of
maneuvers that correspond to a sequence of baseline-angle
pairs . At each baseline-angle pair, the entire formation
must pose and collect light. During the collection process, the
relative distance between the spacecraft must be precisely con-
trolled with errors on the order of nanometers (accomplished
through three stages of control including micro-thrusters on
the spacecraft, voice-coil actuation on the carts holding the
mirrors, and piezoelectric actuation of the mirrors).

To accomplish an interferometry mission, the formation will
have several modes of operation.

Mode 1. First, the constellation must be initialized into a
desired formation pattern, e.g., an equilateral triangle.
Mode 2. Second, the formation must be maneuvered such
that the vector points in the direction of the light source
to be imaged, .
Mode 3. Third the formation pattern needs to be rotated
and stretched to correspond to a particular baseline-angle
pair .
Mode 4. Fourth, high gain feedback needs to be used to
very accurately position the spacecraft to prepare for light
collection at .
Mode 5. Finally, the control loop involving the thrusters
is turned off and light is collected for a fixed period of time.

Modes four and five may need to be repeated several times
if the spacecraft drift outside an acceptable range during the
light collection phase. Each mode of operation will correspond
to a different control strategy. We will now show how a control
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system for this mission can be designed and analyzed using the
architecture introduced in Section II.

A. Spacecraft Dynamics

Before designing the control laws for each mode of operation,
it is necessary to obtain the dynamic model for each spacecraft,
i.e., to specify in Fig. 1. Each spacecraft will be modeled as
a rigid body, with , , , and representing the position,
velocity, unit attitude quaternion, and angular velocity of theth
spacecraft. The dynamic equations of motion are given by the
following equations [37]:

(6)

where
and mass and inertia of theth spacecraft, respec-

tively;
vector part of the quaternion;
scalar part of the quaternion (see Appendix
A);
control force;
control torque on theth spacecraft.

The vector and specified in (1) are therefore defined by
, and , respectively. The

vector field is defined by (6). Throughout this paper, we will
assume that , i.e., that all of the spacecraft states are
available for feedback.

The formation control will be derived by first specifying,
then and then finally .

B. Supervisor

A state diagram for an interferometry mission is shown in
Fig. 3, where

True

False otherwise
True , and

False otherwise
True , and

False otherwise
True and

False otherwise
True , and either

, or

False otherwise
True

False otherwise.

Fig. 3. State diagram of the supervisorG.

The states of the diagram correspond to the modes of operation
listed above. In each state, a different control law will be used
for the spacecraft. The block diagram outlines the basic struc-
ture of the supervisor . As shown in Fig. 1, the output of the
supervisor is the input to the formation control block. This
vector will be composed of three elements: 1) an indexthat
specifies the low-level control to be used; 2) and indexindi-
cating the formation dynamics to be used; and 3) additional data
specifying, for example, target configurations for the formation.
The output for each mode of operation is as follows:

Mode 1. , where is the
desired position and orientation of each of the spacecraft
within the initial formation.
Mode 2. , where is a
quaternion specifying desired formation attitude required
to point at the next star on a predefined list.
Mode 3. , where
is the next desired U–V point of the mutual coherence func-
tion. For each star, it is assumed that there is a predefined
list of pairs .
Mode 4. .
Mode 5. .

From the specification of the state flow diagram, it is straight-
forward to put the supervisor in the form of (4).

C. Formation Control

In this section we will design the formation control block.
As can be seen from the above discussion,is a hybrid system
with three modes of operation.

The development of and will depend on the following
lemma.
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Lemma 1: Let ,
, be the mass of the

spacecraft, be the inertia, and let

where . Also let

If

1) , ,
, ;

2) ;
3) ;

then as .
Proof: See Appendix B.

Lemma 1 delimits the class of trajectories that can be tracked
using the controls outlined in this paper. In particular, the ac-
celeration of the translational trajectories must be bounded and
have finite energy. Alternatively, for rotational trajectories, we
require that both the trajectory and its velocity be bounded with
finite energy.

Note that Lemma 1 implies a PD-like control strategy, which
will be used to control both the formation and each individual
spacecraft. The choice of PD control is simply illustrative. Any
control strategy that guarantees that the system transitions out
of the states shown in Fig. 3 could also have been used.

The dynamic equations for are given by (3), where
and where is given by (5).

1) Mode 1—Initialization: During the initialization mode,
the output of the supervisor is ,
where indicates that the first low-level control law should
be used, indicates that the first formation control strategy
should be used and is the desired position and orientation of
each of the spacecraft within the initial formation, i.e.,

The desired position and attitude for each spacecraft will simply
be passed directly to the local control for each spacecraft (i.e.,

), in other words

The objective of when , will be to initialize to the
geometric center of the formation, with an orientation identical
to the inertial frame, i.e., we let

The formation dynamics for the initialization mode are given by

...

Since the purpose of when is to align the forma-
tion states with the initialized formation, the control gains ,

, , and can be chosen to make the formation state
converge very quickly.

The performance variable associated with in this mode
is

2) Mode 2—Point to Star:In the point-to-star mode, the
output of the supervisor is , where

indicates that the second low-level control law should be
used, indicates that the first formation control strategy
should be used, and where is a unit quaternion representing
the orientation, in inertial coordinates, of the next star on a
predefined list. When , the coordination variable is

In this mode, the objective of is to reorient the formation
to the desired orientation . Accordingly, we let

where is the last time at which the supervisor entered mode 2,
and let

...

Note that the gain matrices and determine the rate at
which the entire formation is reoriented to the new star location.
In general it is desirable that these gains be about an order of
magnitude slower than the position and attitude gains for the
local spacecraft controls.

The performance variable associated with this mode is

3) Mode 3—Move to U–V Point:During the move to U–V
point mode, the output of the supervisor is

, where indicates that the same low-level con-
trol law is used in Mode 3 as was used in Mode 2,
indicates that the third formation control strategy is used, and

are the baseline and boresight rotation angle associated
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with the next desired U–V point of the mutual coherence func-
tion. The coordination variable associated with this mode is

There are two objectives associated withfor the move to
U–V point mode: 1) Expand the formation to match the baseline

, 2) Rotate the formation about its boresight to the angle.
Suppose that the initial orientation of the formation is such that
the boresight of the formation is initially aligned along the
axis of , and that the unit quaternion represents the rotation
required to align the boresight in the direction of the desired star.
Then, according to Appendix A, a rotation of angleabout the
boresight of the interferometer is given by

Let be aligned with the interferometer as shown in Fig. 4.
Then the desired positions of the spacecraft with respect to
are

Accordingly, let

where is the last time at which the supervisor entered Mode 3.
In addition, let

...

Note that the gain matrices and determine the rate at
which the entire formation is rotated to the new angleand that

and determine the rate at which the entire formation
expands or contracts to the new baseline. In general these
gains should be about an order of magnitude slower than the
control gains for the local spacecraft control.

The performance variable associated with this mode is

4) Mode 4—Zero the Velocity:For the zero-the-velocity
mode the output of the supervisor is
indicating that the third low-level control law and the fourth
formation control strategy are to be used. Similar to the
previous two modes, the coordination variable in this mode is

The objective of in this mode is to apply high gain feedback
to increase the precision of the current pose of the formation.
Accordingly, the desired state of the formation is its state at the

Fig. 4. The coordinate alignment of the interferometer.

time that Mode 4 is entered, i.e., where is the
last time at which the supervisor entered Mode 4. Accordingly,
the formation dynamics in Mode 4 are

...
(7)

where , , , and are selected to provide high
gain feedback on the formation states.

The performance variable associated with this mode is

(8)

5) Mode 5—Collect Light:In the collect light mode the
output of the supervisor is indicating
that the fourth low-level control law and the fourth formation
control strategy should be applied. The objective of this mode
is to turn off the thrusters so that interferometric data can be
collected without interference from the thrusters. Therefore
the local controls will be set to zero. However, it is important
to measure the deviation of the spacecraft from the desired
formation, so that if the interferometer drifts out of alignment,
light collection can be interrupted to realign the formation.

Similar to the previous three modes, the coordination variable
is

where the formation state can be kept in its current configu-
ration through application of the same formation strategy used
in Mode 4. Accordingly, the formation dynamics for Mode 5 are
given by (7). Note that in the next section, the gains for the local
feedback in Mode 5 will be set to zero. Therefore, the desired
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formation remains fixed, but the spacecraft may not track the
formation.

The performance variable associated with this mode is
given by (8).

D. Local Controls

Next we design a local control law for each mode of
operation listed above. The form of the local control will be
identical for each mode of operation, however the gains will
be different. When the constellation is in Mode 4, high gain
feedback is desired to maintain very precise relative position
and attitude constraints. In Mode 1 however, low gain feedback
is required to avoid actuator saturation and unnecessary motion
in the spacecraft. Modes 2 and 3 required intermediate gains.
The gains in Mode 5 are set to zero.

1) Mode 1—Initialization: The local control for Mode 1 is
straightforward. The state-space equations forhave the form

where in this case . Therefore we
let and

, where and where , ,
, and are chosen to give the spacecraft relatively

slow dynamics.
2) Mode 2, 3 and 4:For Modes 2, 3, and 4 the output of
is . To use Lemma 1 we need to map

to for each . The transformation is derived
by considering the coordinate geometry shown in Fig. 5. The
desired transformation is given by (cf. [38])

Therefore the control laws for Modes 2 and 3 are given by
and ,

where the gains are chosen
to be about an order of magnitude greater than both

and .
Similarly, the control laws for Mode 4 are given by

and ,
where the gains are chosen
to be about an order of magnitude greater than

.
3) Mode 5: In Mode 5, the feedback gains are set to zero to

eliminate the local feedback to the spacecraft.

E. Analysis

In the absence of disturbances, the analysis for this system
is straightforward. We would like to ensure that given an initial
state for the constellation , if the Supervisor begins in the
“START” state as shown in Fig. 3, that it will reach the “STOP”
state in a finite amount of time. An obvious necessary condition
for this to be true is that the list of stars and the list of U–V points
for each star is finite. In the absence of disturbances the Mode
3–Mode 4–Mode 5 loop will be executed at most once. In which

Fig. 5. Coordinate frame geometry.

case, it is sufficient to argue that the transition out of Modes 1,
2, 3, and 4 always occur in a finite amount of time, but this is
ensured by Lemma 1 and the construction ofand .

In reality common space disturbances will be present. When
disturbances are present, the low-level controllers need to be
designed to reject these disturbances such that the transitions
out of Modes 1, 2, 3, and 4 always occur and such that the Mode
3–Mode 4–Mode 5 loop is guaranteed to execute a finite number
of times.

F. Simulation Results

Simulations were written in MATLAB, Simulink, and State-
flow. To show the dynamic behavior of the spacecraft, we will
show position and attitude error plots for the combiner. We will
also show the relative position and attitude errors of the com-
biner with respect to the collectors. Fig. 6 shows error plots for
Mode 1. Fig. 7 shows error plots for the transition from Mode 1
to Mode 2. Fig. 8 shows error plots for the transition from Mode
2 to Mode 3. Finally, Fig. 9 shows error plots for the transition
from Mode 3 to Mode 4.

Note that the gains of the control scheme listed above have
been tuned for suitable transient response of the formation er-
rors. They have not, however, been tuned to minimize fuel usage
and execution time for the maneuvers. The lifespan of deep
space interferometry missions will be a function of the fuel
on-board the spacecraft, therefore fuel minimization is a crit-
ical component. In addition to fuel minimization it is desirable
that one spacecraft does not run out of fuel before the others. Of
course a small amount of fuel is need to terminate the existence
of each satellite as part of the flight protocol, thus the coordina-
tion problem cannot completely deplete the available fuel. The
problem of maintaining equal amounts of fuel on each space-
craft is called fuel equalization. The architecture introduced in
Fig. 1 can be used to design fuel minimizing/equalizing maneu-
vers for spacecraft formations. In [28] and [39] we have used
this architecture to design fuel equalizing/maneuvers when the
spacecraft are required to maintain formation throughout the
maneuver. In [27] and [40] we use similar techniques to solve
the fuel equalization/minimization problem when the spacecraft
are allowed to break formation during the maneuver.

IV. CONCLUSION

In this paper, we have introduced a new architecture for space-
craft formation flying and demonstrated the application of this
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Fig. 6. Position and attitude errors in Mode 1. (a) Absolute position error for spacecraft #1. (b) Absolute attitude error for Spacecraft #1. (c) Relative position
error between Spacecraft #1 and #2. (d) Relative attitude error between Spacecraft #1 and #2. (e) Relative position error between Spacecraft #1 and #3. (f) Relative
attitude error between Spacecraft #1 and #3.

Fig. 7. Position and attitude errors in the transition from Mode 1 to Mode 2. (a) Absolute position error for Spacecraft #1. (b) Absolute attitude errorfor Spacecraft
#1. (c) Relative position error between Spacecraft #1 and #2. (d) Relative attitude error between Spacecraft #1 and #2. (e) Relative position error between Spacecraft
#1 and #3. (f) Relative attitude error between Spacecraft #1 and #3.

architecture to the problem of synthesizing a multiple spacecraft
interferometer in deep space. The architecture introduced in the
paper has several key features. First, the coordination mecha-
nism is specifically identified as the states of the formation con-
trol block and the states of the supervisor. Second, feedback

to the formation is explicitly defined. Third, the architecture
accommodates both centralized and decentralized implementa-
tions. Fourth, it is amenable to control theoretic techniques. Fi-
nally, it provides a uniform architecture to compare and contrast
various approaches to formation control.
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Fig. 8. Position and attitude errors in the transition from Mode 2 to Mode 3. (a) Absolute position error for Spacecraft #1. (b) Absolute attitude errorfor Spacecraft
#1. (c) Relative position error between Spacecraft #1 and #2. (d) Relative attitude error between Spacecraft #1 and #2. (e) Relative position error between Spacecraft
#1 and #3. (f) Relative attitude error between Spacecraft #1 and #3.

Fig. 9. Position and attitude errors in the transition from Mode 3 to Mode 4. (a) Absolute position error for Spacecraft #1. (b) Absolute attitude errorfor Spacecraft
#1. (c) Relative position error between Spacecraft #1 and #2. (d) Relative attitude error between Spacecraft #1 and #2. (e) Relative position error between Spacecraft
#1 and #3. (f) Relative attitude error between Spacecraft #1 and #3.

APPENDIX A
QUATERNION MANIPULATION

This Appendix contains a few facts about quaternions needed
in the paper. For a more complete discussion of quaternions see
[37] and [41]–[43].

Euler’s theorem for rigid body rotations states that “the gen-
eral displacement of a rigid body with one point fixed is a rota-

tion about some axis” [44]. Let represent a unit vector in the
direction of rotation, called the Euler axis or the eigenaxis, and
let represent the angle of rotation about, called the Euler
angle. The unit quaternion representing this rotation is given by
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where and is a scalar.
Given a vector , let denote the matrix

Let and be two arbitrary coordinate frames. By Euler’s
theorem, the relative orientation of the two frames can be repre-
sented by a single rotationabout an axis [44]. The direction
cosine matrix representing this orientation is given by [37]

Vector rotations can also be represented by quaternion mul-
tiplications. Let be the inverse of a quaternion given by the
formula

Then the vector expressed in , is expressed in as

which will be written in the shorthand notation .
If represents the attitude of a rigid body, then the

kinematic equations that relate the angular velocity of the rigid
body to its attitude is given by the following equations [43]:

Suppose that the unit quaternionsand represent the de-
sired attitude and the actual attitude of a rigid body, respectively,
then the attitude error is given by .

The set of unit quaternions represent a parameterization of
SO(3). A geodesic on SO(3) is a differentiable parameterized
path in SO(3) connecting two rotations [42]. The distance be-
tween any two rotations is defined to be the shortest geodesic
between those rotations. Let and be any two unit quater-
nions, in [42], it is shown that the shortest geodesic, called the
“geodesic metric” on SO(3) between and is

where

APPENDIX B
PROOF OFLEMMA 1

Since the translational and rotational motion are decoupled,
we can consider the convergence of

and

separately.
The result for rotational motion is contained in [45, Theorem

1]. The proof for translation motion is inspired by the technique
used in [45, Th. 1].

Let

Then the dynamics in terms ofare

(9)

where and are positive definite matrices. Define the Lya-
punov function candidate

which is positive definite for sufficiently small since

Differentiating we get

Substituting in from (9) and simplifying we get

Letting , and we get

where is positive definite for sufficiently small.
Let denote the minimum singular value of, then

Integrating this expression gives

where , and where the second and
fourth inequalities follow from the application of Schwartz in-
equality in and , respectively. Since we
have that

Completing the squares gives



BEARD et al.: A COORDINATION ARCHITECTURE FOR SPACECRAFT FORMATION CONTROL 789

Solving for gives

Therefore implies that . By hy-
pothesis, (9) is a bounded input–bounded output stable linear
system, therefore if then remains bounded
which implies that is bounded. Thereforeis uniformly con-
tinuous and Barbalat’s lemma [46] implies that as

.
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