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Abstract—Interferometric image synthesis in radio astronomy
is plagued by signal corruption from man-made sources. The very
weak signals of interest can be overwhelmed by such interference.
Recent work has proposed using array signal processing tech-
niques of adaptive beamforming, adaptive filtering, and subspace
projection to remove interference prior to image synthesis. In
some practical scenarios, we have found poor cancellation per-
formance when using such methods. Because signal-of-interest
levels in radio astronomy (RA) are usually well below the noise,
even interference to noise ratios (INR) less than unity can affect
signal estimation. At these low INRs, it is difficult to estimate
interference parameters or statistics with sufficient accuracy for
high-performance adaptive cancellation or subspace projection.
By adding a few (one to three) low-gain (relative to the primary
telescope dishes) “auxiliary” antennas to an array, it is possible to
overcome this problem. This paper will show that using such an-
tennas (e.g. commercial-grade 3-m dishes) with an existing array
can significantly improve interference rejection. New extensions to
subspace projection spatial filtering methods are presented, along
with analytical and simulated results for performance comparison.

Index Terms—Adaptive arrays, interference cancellation, radio
astronomy, spatial filtering, subspace projection.

I. INTRODUCTION

THIS paper considers signal subspace projection methods
for interference removal in large radio astronomy (RA)

imaging arrays, such as the Very Large Array (VLA) at Socorro,
NM. Specifically, we propose that including a few relatively
low-gain, interferer tracking, auxiliary antennas in the array
can significantly improve interference rejection. Relative per-
formance under these conditions for four algorithms (including
new extensions to existing subspace projection methods) is
evaluated. Although a variety of man-made sources plague RA,
we are particularly interested in canceling interfering downlink
signals from satellites such GLONASS and IRIDIUM. These
very strong sources affect critical RA observation spectral
bands. For example, the Russian GLONASS signal produces
strong spectral sidelobes that extend through the important
hydroxyl ion (OH) emission band [1]–[4]. Satellite sources
can be problematic because they are not in fixed locations and
often rapidly traverse both the mainlobe and sidelobes of the
telescope beam. This nonstationary interference requires an
adaptive processing approach for effective mitigation.
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There are many existing and proposed RA interference mit-
igation techniques, including time gating to blank impulsive
interference [5], [6], adaptive frequency-selective filtering [7],
parametric signal subtraction [2], deterministic null forming [8],
adaptive beamforming [9], temporal adaptive filtering [1], [7],
[10], frequency domain post-correlation processing with a ref-
erence antenna [11], and spatial filtering by subspace projection
[12]–[14]. In addition, Thompson showed that during the long
integration times needed for RA, interference that moves rela-
tive to the instantaneous array pointing direction is attenuated
due to a decorrelation effect caused by averaging over many in-
terferometric “fringe rotations” [15].

The subspace projection approach was adapted to RA
imaging by Leshem et al. [12]–[14]. This is one of the most
promising methods for removing very strong satellite down-
link interference and is the starting point for the algorithms
and analysis presented in this paper. Our preliminary work
is reported in [16]. From a historical perspective, the funda-
mental idea of excising interference from a desired signal by
vector subspace partitioning has appeared in many forms for
a variety of disciplines and applications, including adaptive
beamforming, subspace detectors, and interference cancellers
used in SONAR and RADAR. For examples, see [17]–[23].

In many practical RA imaging scenarios, we have found poor
cancellation performance with adaptive array processing and
subspace projection methods. Shallow, unstable beamforming
nulls and poor interferer subspace estimates are common. This
is usually due to the relatively low interference-to-signal-plus-
noise ratio (ISNR) at antenna feeds of the high gain antennas
used in imaging arrays. This problem occurs even when inter-
fering sources have flux densities that are many tens of decibels
higher than the desired signal because of the low sidelobe re-
sponse for the high gain antennas. It must be remembered that
in RA, signals of interest are usually well below the noise floor,
so an interference level at antenna feeds that is much higher than
the signal may not be significantly higher than the noise. In this
case, it is difficult to form the accurate subspace estimates nec-
essary for high-performance mitigation. In other words, the in-
terference is often sufficiently strong to corrupt signal reception
but not sufficiently higher than noise to permit effective inter-
ference rejection.

By adding a few auxiliary antennas with modest gain to an ex-
isting imaging array, and by developing or modifying subspace
projection algorithms to exploit this additional information, in-
terference mitigation can be significantly improved. These aux-
iliaries can, for example, be small dishes steered to track a satel-
lite. Very low noise temperature receivers are not required. The
fundamental idea here is to obtain a high ISNR copy of the un-
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Fig. 1. Array element geometry for the VLA configuration B, showing
possible location for two auxiliary 3-m diameter dishes.

desirable signal and use this to improve covariance matrix (and
thus subspace) estimation in the cancellation or excision algo-
rithm of choice. This paper will show that such an approach can
improve interference rejection by tens of decibels. Some pre-
vious work has involved use of auxiliary or reference antennas
with single telescopes [1], [7], [10], [11], whereas we will focus
on improvements to subspace projection methods suited to large
arrays.

As an example, Fig. 1 illustrates how the VLA can be aug-
mented with two auxiliary antennas for use with the algorithms
described below. The array geometry shown is for the so-called
“B” configuration, and the “ s” indicate two proposed (arbi-
trary) auxiliary locations. This array geometry will be used in all
simulations below. The current VLA facility includes, at (very
roughly) the indicated location, a 3-m satellite tracking dish
and an omnidirectional antenna used for interference studies,
although they are not currently connected to the correlator.

II. RADIO IMAGING ARRAY SIGNAL MODEL

We present here a very brief simplified discussion of tech-
niques used in conventional RA synthesis imaging. The signal
structure will be described, and needed notation will be intro-
duced. More detailed treatments are found in [14], [26], and
[27]. Fig. 2 illustrates many of the terms defined below.

Consider an element imaging antenna array with the th
complex baseband data sample (across the array) represented by

(1)

where , , and correspond to the narrowband signal from a de-
sired deep space object, man-made (e.g. satellite) interference,
and noise, respectively. The array covariance matrix is given by

(2)

Fig. 2. Schematic view of signals, sensors, and notation used for RA synthesis
imaging in the presence of satellite interference.

where is expectation, and indicates matrix conjugate
transpose. A sample estimate is formed by a real-time cor-
relator at the array. In radio imaging, this spatial cross-correla-
tion between array element pairs comprises the essential image
forming information. Elements of the signal-of-interest covari-
ance matrix (also called “visibilities”) correspond to spatial
frequency domain image samples of the desired object, with dis-
crete frequency values determined by the physical vector dis-
tances (called baselines) between all combinations of antenna
pairs. In the absence of noise or interference, this Fourier rela-
tionship is expressed by the visibility function [26]

(3)

where is the desired source intensity image as a function
of sky position coordinates , , is the antenna beam
response pattern for a single array element ( for
compact objects contained in the beam mainlobe), and and

represent the spatial frequencies in the directions of perpen-
dicular image coordinate axes and , respectively. The rela-
tionship between elements of , samples of , and the
corresponding baseline vectors from array element pairings is
given by

where

(4)

and are position vectors for the th and th array elements,
respectively, in the Earth coordinate system , using units
of wavelengths at the narrowband source frequency . is a
coordinate transformation matrix that rotates into the

system, where is parallel to , is parallel to , and
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is in the direction of the center of the space object of interest.
indicates the element in the th row and th column

of .
A simplified image synthesis approach consists of, first, esti-

mating for a sufficiently large number of unique baseline po-
sition pairs, second, interpolating from these arbitrarily spaced
observation to obtain a set of dense rectangular grid samples
for , and, third, using a 2-D inverse FFT to solve (3)
for (where indicates an estimated quantity). is usu-
ally recomputed periodically to exploit the Earth’s rotation and
thus yield correlation estimates for interelement baselines vec-
tors with differing orientations in the system as
changes with time. This fills in the image frequency domain
sample space ( , ) with more baselines than can be ob-
tained from a single .

Cleary, an unbiased estimate of is needed to avoid cor-
rupting the image. As seen in (2), may be observed only
through the sample estimate , which is corrupted by , ,
and sample estimation error. This paper presents adaptive inter-
ference removal methods for reducing the bias introduced by

.
An augmented imaging array consists of high gain “pri-

mary” telescope antennas and relatively lower gain “auxil-
iary” antennas. The full array sample vector is

(5)

where and are signal vectors from primary and aux-
iliary arrays, respectively, as seen in Fig. 2. It is assumed that the
auxiliary antennas have a much higher interference-to-signal-
plus-noise ratio (ISNR) than the primaries. These requirements
can be met with very low cost antennas, positioners, and re-
ceivers (for example, we have used 3-m commercial L band
satellite tracking dish antennas at a total system cost less than
$7000 per antenna). The augmented array covariance matrix has
the following block structure:

(6)

where, for example, .

III. ALGORITHMS FOR INTERFERENCE REMOVAL FROM

CORRELATION DATA

We will compare performance of four algorithms, including a
new approach and extensions to previously proposed methods,
as listed below.

Subspace projection without auxiliaries (SP)
This method was introduced to RA imaging by Leshem

and van der Veen [12] and further developed in [13] and
[28]. Only the original primary array antennas are used.
This algorithm is included for comparison with auxiliary-
assisted approaches.
Subspace projection with auxiliary antennas (SPA)

This is based on SP, except the array is augmented
with auxiliary antennas. SP is performed on the entire
augmented array.
Array multiple sidelobe canceller (MSC)

This method uses one or more auxiliaries and is de-
rived from the classical multiple sidelobe canceller adap-
tive beamformer [29].
Auxiliary-assisted cross subspace projection (CSP)

This proposed approach uses only cross correlations be-
tween auxiliary antennas and the primary array to form
better interference subspace estimates.

A. Subspace Projection for Interference Mitigation

All algorithms discussed in this paper use as input data the
sample estimates of [or its submatrices as structured in (6)],
which are computed by a correlator processor, and they produce
a reduced interference estimate of the desired signal covariance
across the primaries . Due to rapid satellite interferer mo-
tion, sample covariances must be recomputed frequently
using short-term integration periods over which the interferer
array signature is relatively stationary:

(7)

is the number of time samples in the short-term integration
interval, is the number of short-term intervals that will be
combined to form a final long-term projection bias corrected
signal estimate, and is sample estimation error due to finite

. and are assumed stationary over samples. A typ-
ical long-term integration time of samples would corre-
spond to (for example) 10 s. Short-term integration times, cor-
responding to samples, are on the order of 10 ms, which we
have found to be appropriate for GLONASS signals seen at the
VLA.

In each algorithm, a spatial filtering, or projection matrix
is derived from and used to block the interference com-
ponent . It is assumed that is sufficiently bandlimited
(by receiver bandpass filtering if sources are not intrinsically
narrow) so that the narrowband array assumption is valid with
respect to . We require that BW , where BW is the
processing bandwidth, is the speed of light, and is the
longest baseline length in the array. This is a tighter constraint
than typically found in RA imaging where the signals of in-
terest span a small angular sky patch and bulk time delay differ-
ences between antennas are corrected before correlation [26].
For the VLA configuration of Fig. 1, an appropriate worst-case
is BW kHz.

The filtered signal covariance estimate for a given short-term
interval is

(8)

where the approximation is due to neglecting sample error ,
, and the third line follows because is de-

signed to be (approximately) orthogonal to . When interfer-
ence and signal subspaces are well separated, ,
but the projection can still introduce a bias. We will assume
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that is diagonal or can be made so by prewhitening, as dis-
cussed in Section III-C.1 Without spatial filtering, a diagonal
would not seriously affect synthesis imaging, which relies on
the off-diagonal terms of . However, will have signif-
icant off-diagonal components. Both the off-diagonal noise and
the projection bias in can be cancelled with the inversion
method described next.

Each will introduce some bias in because the signal
subspace is not entirely orthogonal to the interference subspace.
Leshem et al. have proposed a method to cancel this bias [12],
[13]. They showed that if motion is sufficient and , where

is the number of distinct interferes present, it is possible to
invert a rank-enhanced, averaged version of to form an un-
biased signal covariance estimate

unvec vec

(9)

where indicates Kronecker matrix product, and is complex
conjugate. denotes a thresholded matrix pseudo inverse that
we have used here to improve stability and reduce noise ampli-
fication when is ill conditioned by limited motion or integra-
tion times. is computed using singular value decomposition
(SVD) with singular values smaller than Tr forced to
zero. Tr indicates matrix trace. This correction is used (when
sufficient interferer motion is present) in all algorithms except
MSC, which does not suffer from the projection bias problem.

B. Subspace Projection Without Auxiliaries (SP)

The spatial filtering method of Leshem et al. [12] and [13]
is summarized here as background for the comparative analysis
to follow. As originally described, only the primary data
from high gain antennas is used. The interference component of

spans a -dimensional subspace

diag (10)

where is the primary array response vector for the inter-
ferer during the short-term integration interval, with power

. The desired spatial filter is the perpendicular (relative to
this interference subspace) projection matrix , i.e., the
rank projector that satisfies . Subscript
“SP” is used to distinguish from corresponding terms in
algorithms to follow.

If the array is accurately calibrated and interference arrival
directions are known, then is known, and the projection
filter can be computed simply as

(11)

1In RA, where extremely low noise cryogenic amplifiers are used, correlated
noise, e.g. from the galactic center, can be seen above the independent thermal
receiver noise.

In most cases, due to the uncalibrated gain and phase response
in the antenna sidelobes where the interferer is seen, this level
of detailed knowledge is not available, and must be esti-
mated from . If the ISNR , this can be done by parti-
tioning its eigenvectors

(12)

where the eigenvalues in diagonal matrix are sorted in de-
scending magnitude, is unitary, and is an ma-
trix of zeros. The designation is used on all eigen decompo-
sition terms to distinguish these estimated values from the true
interference subspace terms used in Section IV. It is assumed
that some order estimation procedure such as the minimum de-
scription length (MDL) is used to identify Q [30]. It should be
noted that this eigenvector partitioning approach relies on an as-
sumption that noise is spatially white, i.e. that . This
ensures is not biased by noise, which is of particular con-
cern in the RA environment where noise power typically ex-
ceeds signal power by orders of magnitude. The th short-term
integration signal covariance estimate (i.e., for the SP al-
gorithm) is given by

(13)

Long-term integration and projection bias removal is accom-
plished using (9).

C. Subspace Projection With Auxiliary Antennas (SPA)

In this approach, the subspace projection method described
above is applied with minor modification to the full augmented
array, including auxiliaries. Special handling is required to
spatially prewhiten the noise to avoid eigenvector bias by
because the auxiliaries will have higher noise level than the
primaries.2 We must also ensure that the cross correlations
between primary and auxiliary antennas do not appear in the
final signal covariance estimate. These correlations have higher
noise levels and contain no signal information; therefore, cor-
responding rows in the projection matrix are simply truncated.
The eigenvectors of the full array prewhitened sample covari-
ance are partitioned, and the filter matrix is formed as

(14)

where is the noise-whitened
full-augmented array sample covariance, is a sample esti-
mate of noise alone (taken during a separate interference free
time interval), and is a truncated identity matrix used to

2The authors wish to acknowledge the contribution of manuscript reviewers
who suggested this improvement.
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remove the last rows in computing . The signal co-
variance estimate is given by

(15)

Note that is not square and, therefore, is not strictly a
projection matrix. This also requires a modification to the pro-
jection bias removal (9), so for SPA, we define

(16)

D. Array Multiple Sidelobe Canceller (MSC)

The classical multiple sidelobe canceller (MSC) [29] can be
extended to form a projection-matrix-like operator that can be
applied directly to . This approach is related to the cross-spec-
tral correlation post processing with a reference signal method
of Briggs et al. [11]. Both use correlation estimates to compute
the appropriate weight to scale subtraction of a high INR refer-
ence signal from the primary channel.

As originally conceived, a single MSC output is computed by
subtracting the high ISNR auxiliary array signal from a single
primary channel. The optimal MSC adaptive beamformer
weight for the th primary antenna is the minimum mean
squared error solution given by

(17)

Using the same auxiliary array in each case, a separate MSC
beamformer can be computed for every primary element to pro-
duce an array MSC

(18)

where . The pseudo inverse is used
here to improve numerical stability when and strong
interferers produce high ISNR in the auxiliaries. Using (18)

where

(19)

Replacing the true second-order moments with sample statistics
and recomputing the projection for each short-term integration,
we define the MSC algorithm as

where

(20)

To justify this approach, it must be demonstrated that is
in fact a useful estimate of . It is easily shown that when

is full rank, e.g. with noise, (19) becomes
. Using (2), assuming noise at primary and auxil-

iary arrays are mutually independent and the space source signal

level at the auxiliaries is negligible (reasonable for the weak RA
sources with auxiliaries steered to interference), this becomes

(21)
Using (10) and properties of the pseudo inverse, it can be shown
that when and is rank , then

. Thus, for large INR levels at the auxiliaries, the second
term in (21) becomes

(22)

Thus, is precisely the desired interference cancelled result,
and the appropriate sample-based signal covariance estimate is
given by (20). It should be noted that the MSC algorithm re-
quires that the number of auxiliary antennas be greater than
or equal to the number of distinct interfering sources. The long-
term integration result is simply the average over short-term in-
tervals

(23)

Bias removal as in (9) is not needed for the MSC algorithm.

E. Cross Subspace Projection (CSP)

It can be argued that the two previous algorithms suffer from
structural problems that unnecessarily introduce error in .
Low ISNR correlations in were included in computing

and . This increases interference subspace esti-
mation error. In addition, was computed as the product of a
filter matrix ( or ) and the full . This can un-
necessarily reintroduce interference if the spatial filter is not per-
fect because includes high interference-level terms from the
auxiliaries. The cross subspace projection algorithm presented
here avoids both of these problems.

The projection matrix is constructed from a partitioned SVD
of cross correlation

(24)

where is diagonal with elements , which are the singular
values of , and and are the unitary singular vector
matrices. The signal covariance estimate is computed as

(25)

Note that since noise and signal are far below interference levels
in the auxiliary channels, the interference subspace of can
be identified with less estimation error. Due to the term in

, only primary channel correlations , rather than
the full , are operated on by the projection matrix, thus elimi-
nating leakage of interference from the auxiliaries into .

is shown in Section IV to form a tight perpendicular
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subspace projection for interference and in Section V to have
the best overall performance of the four algorithms. As with the
MSC algorithm, it is required for CSP that . Long-term
integration and projection bias removal are accomplished with
(9).

IV. SUBSPACE ESTIMATION ACCURACY FOR

SP AND CSP ALGORITHMS

Mitigation effectiveness clearly depends on the accuracy of
interference subspace estimates. A comparative analysis using
perturbation theory and numerical simulation will be presented
to assess subspace bias in the SP and CSP algorithms. The fol-
lowing results consider only sky signal and finite sample error-
induced bias terms in the short-term integration interference
subspace estimates used to compute and . Pro-
jection bias in due to nonorthogonality of and is a
separate matter that can arise even with perfect interference sub-
space estimation and is countered by the bias correction step of
(9). On the other hand, compensating for subspace estimation
bias is problematic because the filter matrices will not effec-
tively block the interference, and this cannot be corrected by (9).
Bias due to subspace smearing from interference motion during
the short-term integration is also not considered here. Another
approach to performance analysis of subspace projection inter-
ference suppression is found in [18], whereas [31] gives insight
into limitations in cancellation for MSC-like algorithms.

A. Arbitrary Sky Source With Multiple Interferers

Let be the estimated interference sub-
space partition for either the SP or CSP algorithm using (13) or
(25), respectively. Define as the true inter-
ference subspace corresponding to the eigen decomposition of

or left singular value decomposition of . The subspace
perturbation, or bias, in the vector is

(26)

where “ ” and “ ” denote biases due to signal and finite
sample length error [see (7)], respectively. The second line
represents a simplifying assumption that these two error terms
are independent, and their effects are additive. If the noise is in-
dependent across array elements (a reasonable assumption for
the widely spaced antennas in an imaging array), then is di-
agonal and induces no bias terms directly but will affect .
Simulation results are presented below that demonstrate these
approximations do not significantly affect performance predic-
tion accuracy.

Given knowledge of (or a model for) , , and , can
be computed deterministically, but is random and requires
a statistical analysis. Using eigenvector perturbation theory [32,
pp. 1095–1104] and treating as a relatively small perturba-
tion on , it can be shown that for the SP algorithm, the th
eigenvector signal perturbation is

(27)

where is the true eigenvalue of .
For the CSP algorithm, a corresponding perturbation analysis

of the singular value decomposition of perturbed by
is developed along the lines of [33] to yield

(28)

where , , and are the true singular values and left and
right singular vectors of , respectively.

Kaveh and Barabell [34] expanded on results in [35] to de-
velop an asymptotic statistical analysis of eigenvector perturba-
tions due to sampling error for autocovariance matrices. This
approach is applicable for evaluating the expected length of
in the SP algorithm.3 It was shown that for large

(29)
A new expression analogous to (29) is needed for the CSP

algorithm. It is shown in Appendix A that for a singular value
decomposition of a sample cross covariance matrix estimate,
we have (30), shown at the bottom of the page, where Re
indicates the real part, and it is stipulated that for ,

, and .

B. Solution for a Single Interferer

For the important case of a single interferer, , and only
the first perturbation vector is of interest. The
true interference subspace is [see (10)]. The

-dimensional subspace separation angle may be used as a
metric to quantify estimation error with a single parameter

(31)

3The contribution to sample error due to R is neglected here since signal
power is assumed to be less than either noise or interference levels, and direct
signal bias was handled separately in (27) and (28).

Re
(30)
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Neglecting the low-level terms and assuming noise is in-
dependent across the array yields the following expressions for
the pertinent covariance matrices:

(32)

where and are and identity matrices,
respectively, and and are noise power levels seen at
primary and auxiliary antenna feeds, respectively. For a single
interferer, , which has eigenvalues

and . The auxiliary sub
array auto and cross covariance are ,
and . Singular value decomposition yields

, , and . As-
suming the INR at each primary element is implies
that . Likewise, . Substitution into
(29) leads to the simplified form

(33)

and (30) produces

(34)

These equations provide the needed expected vector length,
but the direction of is unknown. To provide an upper bound
on subspace separation , the worst case is assumed such that

is orthogonal to both and the sky signal. Since a specific
vector is needed to compute , the last eigen vector, or left sin-
gular vector , is chosen arbitrarily [see (12) and (24)]. This
satisfies the orthogonality requirement. Thus, for purposes of
evaluating (31)

(35)

can now be directly evaluated for an arbitrary and a single
interferer.

For a single point-source sky signal, it is possible to compute
the eigen and singular value decompositions in closed form to
give a simple expression for . It is shown in Appendix B that
the exact point source perturbations are

(36)

for , and (37), shown at the bottom of the page, for
. is the unit length primary array response in

the source direction, , and . and are
ISRs at antenna feeds of the primary and auxiliary antennas, re-
spectively (see Appendix B). When either denominator is zero,
the signal and interference response vectors across the primary

Fig. 3. Interference subspace estimation error angles for SP and CSP
algorithms. Both Monte Carlo simulation and closed-form prediction equation
results are presented for a single interferer case. SNR is �22.5 dB at primary
feed outputs for this 1 Jy source.

or full arrays, respectively, are mutually orthogonal, and no bias
occurs.

C. Experimental Evaluation of Subspace Error

The following experiment shows that for a practical
signal scenario and reasonable auxiliary antenna designs

. In other words, it helps in the mid-INR regime
to use auxiliaries when computing the projection matrix .
Fig. 3 illustrates this relationship by comparing as a function
of interferer power as predicted using (33) and (36) or (34) and
(37) in (31). Predicted values are plotted with corresponding
error found using a detailed Monte Carlo simulation of the
sample-estimate-based SP and CSP algorithms. The simula-
tion models a 1 Jy Jansky W/m Hz OH line
source at 1.612 GHz, with system noise temperature of 35 K
for the primaries and 90 K for auxiliary antennas. The VLA
configuration of Fig. 1 was used, including two 3-m auxiliary
antennas. The deep-space sky source was at 40 azimuth (AZ)
and 65 elevation (EL), with the interferer at 25 AZ and 55
EL. The modeled VLA primary element gains in the direction
of interferer and space object source were, respectively,
and dBi (dB relative to an isotropic antenna response).
Corresponding gains for the auxiliary array antennas were

and dBi. These physical parameters
yield the following relative signal levels at the primary and
auxiliary feeds: SNR dB, SNR dB,
INR , and INR are, respectively, 146 and 176 dB above the
plotted interference dBm levels. We also define a normalized
cross correlation-to-noise ratio XNR .
Due to low signal power and noise independence across the
array, XNR is 191 dB above the plotted values of interference

Re Re

(37)
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dBm levels to within 0.3 dB across the range. Analysis is for
a single short-term integration of 20 ms, which corresponds
to at the sample/second baseband sample rate.
Results are averaged over 20 trials.

It can be seen in Fig. 3 that the prediction equations rea-
sonably match the Monte Carlo results for both SP and CSP.
Due to the asymptotic nature of the analysis, much tighter fits
occur for larger , but this leads to unrealistic short-term inte-
gration times given interferer motion. Prediction accuracy also
holds over variations in the number of auxiliary antennas and
sky signal power levels.

V. SIMULATION RESULTS

This section presents a series of simulations for different
signal scenarios to compare interference removal performance
for the four algorithms described above. In each case, the
modeled telescope array is the full VLA in the configuration
of Fig. 1 or subsets of these antennas. The desired source is a
Hydroxyl ion (OH) emission at 1612 MHz, and interference
is modeled as the spectral sidelobes of a GLONASS satellite
transmission. Processing bandwidth is 5.0 kHz to satisfy the
narrowband array assumption with respect to the interferer. The
complex I-Q baseband data sample rate is 100 kHz, and the
number of interferers is assumed known.

Realistic models were used for antenna sidelobe response pat-
terns in magnitude and phase, pattern variation among antennas,
interfering satellite orbital motion and signal levels, correlation
estimation smoothing caused by motion during short-term inte-
gration, system noise temperature, aperture efficiency, and other
parameters required to produce simulation results representa-
tive of real data experiments. Particular attention was paid to
accurately modeling antenna pattern sidelobe levels because, as
seen in Appendix B, improved performance for the auxiliary
assisted algorithms depends on the difference between ISR at
feeds of the primary and auxiliary antennas. At a primary, in-
terference is observed in the deep sidelobes. Simply using ideal
circular aperture responses results in unrealistically low primary
antenna sidelobes and, thus, would yield better interference re-
jection than can be achieved in practice.

Two performance measures are used to compare algorithm in-
terference mitigation. First, we define a normalized mean square
error in as

(38)

where subscript indicates the Frobenius norm, is the
number of Monte Carlo simulation trials, indicates ele-
ment-wise Schur matrix product, and is a masking matrix
of all ones except zeros down the diagonal. Multiplying by
masks the diagonal elements that are dominated by and
are not used in radio imaging. Since an RA image is computed
directly from , this metric is a measure of achievable
image quality. represents error power as a fraction of total
power in .

Fig. 4. Modeled antenna response for the VLA 25-m dishes. TICRA PTD
results were manually scaled to match the measured sidelobe response envelope.

A second metric is the average (over short-term integration
intervals) signal-to-interference power ratio at the filter output.

SIR
Tr

Tr
(39)

where is the true interference covariance taken at a time
snapshot midway through short-term integration interval . This
metric yields basic insight into how the are performing in
attenuating interference relative to signal attenuation.

The gain response used for the 25-m dishes is shown in Fig. 4
and was obtained by modifying the results of a commercial nu-
merical RF analysis package (TICRA), which is based on the
physical theory of diffraction (PTD). On axis gain is 52 dBi.
The response was computed using a Gaussian feed illumina-
tion pattern with 11 dB taper at the reflector rim. A random
reflector surface perturbation of 0.25 mm peak to peak was ap-
plied (consistent with VLA specifications), and edge currents
were included in the model. Feed supports, the gross devia-
tion of the actual VLA surface from parabolic, and the subre-
flector system were not modeled. These TICRA simulated side-
lobe gain patterns were lower than measured values; therefore,
the sidelobes were scaled larger by 0 to 20 dB as a function of
off-axis angle to match typical sidelobe envelope shape as mea-
sured at the VLA.4 The 3-m auxiliary antenna response was also
computed using TICRA. They have an on-axis gain of 30 dBi,
which is 22 dB below the primaries. System noise temperature
for primaries was 35 K, which is the L-band specification for the
VLA, whereas 90 K was assumed for the inexpensive auxiliary
channels. With BW kHz, this corresponds to noise power
levels of 146 and 142 dBm, respectively, when reflected to
the antenna feeds.

Fig. 5 presents SIR results for scenario one, which involves
two stationary interferers and two 3-m dish auxiliary antennas

4The authors acknowledge the contribution of D. Mertely of the National
Radio Astronomy Observatory, VLA, for providing detailed antenna pattern in-
formation.
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Fig. 5. SIR for two stationary interferers and two small auxiliary dish antennas
aimed at the interferers. Source is 1 Jy OH emission. INR at primary feed outputs
is 146 dB above the plotted dBm interferer power level. SNR is �22.5 dB at
primary feed outputs.

steered to them. Stationary interference is of course unrealistic
except over the shortest of integration times but is used here to
demonstrate the limiting best-case performance when subspace
estimation error is not introduced by motion-induced temporal
smearing of the interference array response. In this case, we
cannot compute since projection bias removal fails with no
motion because is singular. The full VLA array and auxil-
iaries (located at the two “x”s) of Fig. 1 were used. As shown
in Fig. 6, the OH source is located at 20 AZ, 85 EL with
flux density of 1 Jy, corresponding to 169 dBm at the primary
feeds and below 210 dBm at the auxiliary feeds due to side-
lobe attenuation. The interferers are at 30 AZ, 75 EL, and

AZ, 60 EL, with the second interferer transmission level
20 dB below the first. These physical parameters correspond to
signal levels of SNR dB; SNR , and
SNR dB, respectively, for the two auxiliaries, and
INR , INR , and INR are, respectively, 146, 167, and 147
dB above the plotted interference dBm levels. Integration time
is 10 s or samples.

For a frame of reference, the interference power levels in
dBm at the feeds can be compared to the detrimental levels
specified by the International Telecommunication Union for
RA in their recommendation ITU-R RA-769 [36]. For a single
antenna telescope in the 1612-MHz band, the ITU threshold
power flux density level is dBW/m Hz. Adjusting for
5-kHz bandwidth, antenna surface area, feed efficiency, and
assuming 0 dBi sidelobes in the interfering direction, this
is equivalent to 193 dBm at the primary feeds. The ITU
detrimental level for the Very Long Baseline Array (VLBA) is

dBW/m Hz, which maps to 163 dBm at the feeds.
Both ITU levels are in the low range of our performance
analysis plots, which indicates that the studied algorithms will
permit operation well beyond the ITU detrimental interference
levels. Additionally, these levels assume 2000 seconds of
integration, which increases interference attenuation by fringe
rotation decorrelation as compared to our 10-s integration

Fig. 6. Source geometry for a simulated OH radio source and two GLONASS
interferers in scenarios one and two. Sky zenith is at the center of the graph,
and the inner circle is 45 elevation. Azimuth is relative to the +y axis. Arrows
indicate direction of orbital motion for scenario 2.

time. Thus, for 10-s integration, interference power below the
ITU recommendations would be detrimental, and use of the
proposed algorithms is strongly indicated.

From Fig. 5, it can be seen that for mid-interference levels, all
three auxiliary-assisted algorithms outperformed SP. At higher
interference levels, all algorithms performed comparably. For
interference power below 160 dBm, SP and SPA appear to
perform worse than no processing (however, in practice, these
algorithms would be disabled in this range using the interfer-
ence detector suggested in [13] and [14]). When SP or SPA is
operated with very weak or no interference, the desired signal
subspace is incorrectly detected as interference and excised. By
using SP or SPA only when interference is detected, the problem
is avoided. On the other hand, CSP and MSC need no detector
and are seen here and in following figures to perform well with
very low interference. All of these methods exhibit some sub-
space jitter due to covariance sample estimation error , as
discussed in [28], which produces some variation in , as seen
in Figs. 7 and 9.

Figs. 7 and 8 present results for a second scenario with two
moving GLONASS satellites and two auxiliary antennas. Source
and initial interferer locations are the same as scenario one, as
shown in Fig. 6. Orbital angular velocity as seen at the array
is /s for each interferer, which is representative of a
slower portion of the orbital arc for GLONASS. This experiment
uses both auxiliaries and the center primary antennas
of Fig. 1. Again, the OH source level is 1 Jy. Relative signal
levels are SNR dB, SNR , and SNR

dB. INR , INR , and INR are respectively, 147, 171,
and 149 dB above the plotted interference dBm levels. Long-
term integration time is 10 s , and short-term
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Fig. 7. Mean squared error in ^R , " for several algorithms in scenario 2, with
two orbiting GLONASS interferers and two 3-m steered dish auxiliary antennas
tracking the satellites. Source is 1 Jy OH emission. SNR is�22.5 dB at primary
feed outputs.

Fig. 8. SIR for scenario two. SNR is �22.5 dB at primary feed outputs.

integration is 10 ms (1000 samples, .) This short
interval was required to reduce subspace smearing and obtain
acceptable interference rejection given satellite motion. During
each short-term integration interval, tracking snapshots of the
sample covariance matrices were recomputed three times and
then averaged to simulate smearing.

It can be seen in Fig. 7 that CSP produced lower error es-
timates of for most interference power levels. The “no fil-
tering” curve represents the achievable level of interference at-
tenuation due to decorrelation of during long-term integra-
tion over many motion induced interferometer “fringe rotations”
in the array data, as described in [15]. All filtering methods out-
performed “no filtering” at higher power levels. Although this
example is typical, relative algorithm error ordering is scenario
dependent. CSP is usually one of the lowest error algorithms,
but SPA and MSC sometimes compete for that position. Fig. 8
shows that in terms of SIR, all methods using auxiliary antennas

Fig. 9. Mean squared error in ^R , " for several algorithms in scenario two,
with two orbiting GLONASS interferers and two 3–m steered dish auxiliary
antennas tracking the satellites. Source is 1 Jy OH emission.

Fig. 10. SIR for scenario three. SNR is �22.5 dB at primary feed outputs.

outperform SP. We have found that CSP is reliably the best per-
former in low to mid power regions and, thus, needs no interfer-
ence detector to disable it.

Fig. 9 presents covariance error results for the third scenario,
which includes a single moving GLONASS interferer and one
3-m dish auxiliary antenna steered to track. The array consists
of the full nine element North–South branch and the four inner-
most antennas in each of the two lower branches of the VLA
geometry of Fig. 1; therefore, . Relative signal levels
are SNR dB and SNR dB, whereas INR
and INR are, respectively, 146 and 185 dB above the plotted
interference dBm levels. The desired source is at AZ, 65
EL and initial interferer location is 85 AZ, 70 EL. Orbital
speed is 0.008 /s, which represents a faster transit than used in
scenario two. Long-term integration time is 3 s ,
and short-term integration is a very short 3 ms (300 samples,

.) With the change in geometry and source motion,
the relative order of lowest error algorithms is changed from
scenario two. MSC has lowest error overall, with SPA and CSP
doing better over some ranges of interference power. As before,



JEFFS et al.: AUXILIARY ANTENNA-ASSISTED INTERFERENCE MITIGATION FOR RADIO ASTRONOMY ARRAYS 449

“no filter” does provide some interference attenuation by decor-
relation but is ineffective at higher INR levels. Fig. 10 shows
that for this scenario, output SIR for CSP outperforms the other
algorithms in the mid-range interference levels, whereas all al-
gorithms converge to a constant SIR as INR gets very large.

VI. CONCLUSIONS

The simulations presented above suggest that in the mid-in-
terference power level regimes, use of high ISNR signals
from auxiliary antennas will significantly improve interference
removal. Subspace projection techniques perform much better
with auxiliaries, and the MSC and CSP algorithms perform
well—seamlessly from very low to very high interference
levels.

We have already successfully tracked GLONASS and
IRIDIUM satellite sources and computed real-time array cor-
relations using three L–band 3-m az-el mount dish antennas,
which are similar to the Small Radio Telescope (SRT) system
introduced by MIT Haystack Observatory. Satellite orbital
parameters and tracking control commands were generated
by a low cost readily available software package “NOVA for
Windows.” This suggests that adding such an auxiliary antenna
to an existing imaging array would not be prohibitively costly.

In order to effectively apply any of the methods described
above, it will be necessary to add a short-term integrate-and-
dump capability to existing synthesis array correlator hardware.
This is required to deal with satellite motion as in (9). To our
knowledge, none of the major systems (e.g. VLA, Westerbork)
currently have this ability, but new correlator development is
in progress for the VLA. We recommend short-time integration
dumps be incorporated in the design so that these powerful in-
terference mitigation methods can be exploited.

APPENDIX A

An expression is developed for the mean squared length of
the subspace perturbation vector due to finite sample estimation
error in an SVD decomposition of a cross-covariance matrix.
Let be the sample cross covariance as defined
in (5)–(7) (dropping the short-term integration index ). Let
and be singular vectors of the true cross covariance such that

. Let be the th left singular vector of
, which is perturbed from the true by .

It can be shown using matrix perturbation analysis (see [33] for
a related development) that

(40)

Exploiting the fact that are mutually orthogonal unit vectors,
the expected perturbation vector norm squared is in (41), shown
at the bottom of the page. It is assumed that is zero mean
complex Gaussian, independent with respect to . Thus,

has a Wishart distribution. Let and be arbitrary deterministic
complex vectors. Noting that and , it
follows that

(42)

where the final line follows due to the Wishart distribution as
shown in [35, pp. 90 and 114]. Define and

. Then, due to the block structure of in
(6)

(43)

Substituting this and related terms (i.e., selecting different sin-
gular vectors as needed to define and ) into (42) yields (30).

APPENDIX B

In the single-interferer, noise-free case, the primary array
autocovariance and the cross covariance with the auxiliary
array can be modeled, respectively (neglecting a constant scale
factor), as

(44)

(45)

where and are the primary array responses (steering vec-
tors) due to interference and deep space signal, respectively,
and and are the corresponding response vectors at the
auxiliary array. Primary and auxiliary feed ISRs are given by

and , where
and are the primary element gains in the direction of inter-
ferer and space object source, respectively, and and are
the corresponding gains for the auxiliary array antennas. For
a practical array configuration, and ; thus,

, and accordingly, .
Given the structure of from (44), when , the SP

algorithm yields

(46)

The desired true subspace is , and any nonzero
represents an estimate perturbation in the direction of . The
eigen equation is solved in closed form by substituting (44) and
(46) into

(47)

where . Matching terms yields
, and . Assuming (without loss

Re
(41)
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of generality) that array response vectors are all unit norm, and
taking the largest magnitude root with respect to of these
simultaneous equations, yields

for (48)

When , and are orthogonal so the eigen decompo-
sition separates the two vectors, and no bias occurs. Substituting
(48) into (46) leads to (36).

CSP subspace estimation error is evaluated similarly with
a closed-form eigen analysis on (i.e., the dominant
left singular vector of is computed). Substituting (45) into

, where , has the form
, and matching terms as above leads to (37).
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