
Homework 2 Solutions

ECEn 670, Fall 2013

2.32 Rita and Ravi are starting a company. Together they must raise at least $100,000.
Each rasises money with a uniform distribution between $0 and $100,000. (Assume that
money is continuous and that this is a uniform pdf - it is easier that way). If either of
them individually raises more than $75,000 they have to �ll out extra Internal Revenue
Service forms. What is the probability that they raise enough money but neither has to
�ll out extra forms?

We can view the abstract space as a square formed by two uniform distributions where the two
sides are uniform distributions from 0 to 100,000. The area (a triangle) that corresponds to them
raising at least 100,000 is found by X + Y ≥ 100, 000. This is the upper right hand corner of the
square. The area corresponding to both of them raising less than 75,000 is a square bounded on both
sides by 0 to 75,000. The intersection of these areas is then a right triangle triangle with a size formed
by 75,000 - 25,000 = 50,000. The area of this triangle is thus 1/2 * 50,000 * 50,000 = 1,250,000,000.
The proportion of this area to the whole area, 10^10 is 1/8.

2.33 The probability that a man has a particular disease is 1/20. John is tested for the
disease but the test is not totally accurate. The probability that a person with the disease
tests negative is 1/50 while the probability that a person who does not have the disease
tests positive is 1/10. John's test returns positive.
(a) Find the probability that John has the disease.
Let DJ denote the event that John has the disease, and DJ the event that John does not have the
disease. Let TJ denote the event that the test is positive and TJ the event that the test is negative.
From the information given we know that

P (DJ) =
1

20
P
(
DJ

)
=

19

20
P (TJ |DJ) =

49

50
P
(
TJ |DJ

)
=

1

10

We want to �nd P (DJ |TJ). By Bayes Rule,

P (DJ |TJ) =
P (TJ |DJ)P (DJ)

P (TJ |DJ)P (DJ) + P
(
TJ |DJ

)
P
(
DJ

)
P (DJ |TJ) =

49
50 ·

1
20

49
50 ·

1
20 + 1

10 ·
19
20

=
49

144

(b) You are now told that this disease is hereditary. The probability that a son su�ers
from the disease if his father does is 4/5, the probability that a son is infected with the
disease even though his father is not is 1/95. What is the probability that Max has the
disease given that his son Peter has the disease? (Note: you may assume that the disease
a�ects only males so you can ignore the dependence on Peter's mother's health.)

Let DM denote the event that Max has the disease, and DM the event that Max does not have the
disease. Let DP denote the event that Peter has the disease, and DP the event that Peter does not
have the disease. We know

P (DP ) = P (DM ) =
1

20
P (DP |DM ) =

4

5
P
(
DP |DM

)
=

1

95

P (DM |DP ) =
P (DP |DM )P (DM )

P (DP )
=

4
5 ·

1
20

1
20

=
4

5

(c) Michael is also tested but he worries about the accuracy of the test so he take the
test 10 times. One of the ten tests turns out positive, the other nine negative. What is
the probability that Michael has the disease?
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Let DL denote the event that Michael has the disease, and DL the event that Michael does not
have the disease. Let TL denote the event that one test is positive and TL the event that one test is

negative. Let T
9/10
L denote the event that one test is positive out of 10. We know

P (TL|DL) =
49

50
P
(
TL|DL

)
=

1

50
P
(
TL|DL

)
=

1

10
P
(
TL|DL

)
=

9

10

P
(
T

9/10
L |DL

)
=

(
10

1

)
P (TL|DL) ·

(
P
(
TL|DL

))9
=

(
10

1

)
49

50
·
(

1

50

)9

P
(
T

9/10
L |DL

)
=

(
10

1

)
P
(
TL|DL

)
·
(
P
(
TL|DL

))9
=

(
10

1

)
1

10
·
(

9

10

)9

P
(
DL|T 9/10

L

)
=

P
(
T

9/10
L |DL

)
·P (DL)

P
(
T

9/10
L |DL

)
·P (DL)+P

(
T

9/10
L |DL

)
·P(DL)

=
(10

1 ) 49
50 ·(

1
50 )

9· 1
20

(10
1 ) 49

50 ·(
1
50 )

9· 1
20+(10

1 ) 1
10 ·(

9
10 )

9· 1920
≈ 6.8× 10−16

2.35 Given the uniform pdf on [0, 1], f (x) = 1; x ∈ [0, 1], �nd an expression for P ((a, b))
for all real b > a. De�ne the cumulative distribution function or cdf F as the probability
of the event {x : x ≤ r} as a function of r ∈ <:

F (r) = P ((−∞, r]) =

ˆ r

−∞
f (x) dx.

Find the cdf for the uniform pdf. Find the probability of the event

G =
{
ω : ω ∈

[
1
2k
, 1
2k

+ 1
2k+1

)
for some even k

}
=
⋃
k even

[
1
2k
, 1
2k

+ 1
2k+1

)
.

P ((a, b)) =



0 b < 0´ b
0

1dx = b a < 0 < b ≤ 1´ b
a

1dx = b− a 0 ≤ a < b ≤ 1´ 1
a

1dx = 1− a 0 ≤ a ≤ 1 ≤ b
0 1 ≤ a < b

P ({x : x ≤ r}) = P ((−∞, r]) =

ˆ r

−∞
f(x)dx =


0 r < 0

r 0 ≤ r ≤ 1

1 1 < r

P
(⋃

k even

[
1
2k
, 1
2k

+ 1
2k+1

))
=
∑
k=2,4,6,...

1
2k+1

= 1
2

∑∞
k=1

1
22k

= 1
8

∑∞
k=1

1
22(k−1)

= 1
8

∑∞
k=0

1
4k

= 1
8 ·

1
1−1/4 = 1

6

2.38 Let Ω = <2 and suppose we have a pdf f (x, y) such that

f (x, y) =

{
C if x ≥ 0, y ≥ 0, x+ y ≤ 1

0 otherwise
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Find the probability P ({(x, y) : 2x > y}). Find the probability P ({(x, y) : x ≤ α}) for all real
α. Is f a product pdf?

1 = C

ˆ 1

0

ˆ 1−x

0

dxdy = C

ˆ 1

0

dx (1− x) =
C

2

and thus C = 2.
P ({(x, y) : 2x > y}) = C

´ 2/3
0

dy
´ 1−y
y/2

dx

= C
´ 2/3
0

dy (1− y − y/2)

= C
´ 2/3
0

dy (1− 3y/2)

= C
(
y − 3y2/4

)
|2/30 = 2/3

Assume that 0 < α < 1.
P ({(x, y) : x ≤ α}) = C

´ α
0
dx
´ 1−x
0

dy
= C

´ α
0
dx (1− x)

= C
(
x− x2

2

)∣∣∣α
0

= 2α (1− α/2)

This is not a product pdf because we cannot split the pdf into two functions that when multiplied
yield the original pdf.

2.40 Given the one-dimensional exponential pdf, �nd P ({x : x > r}) and the cumulative
distribution function P ({x : x ≤ r}) for r ∈ <.

P ({x : x > r}) =
´∞
r
λe−λxdx

= e−λx
∣∣∞
r

= e−λr, r ≥ 0

If r < 0 then P ({x : x > r}) = 1.

P ({x : x ≤ r}) = 1− P ({x : x > r}) =

{
1− e−λr r ≥ 0

0 r < 0

2.45 Let Ω = <2 and suppose we have a pdf such that

f (x, y) =

{
C|x| −1 ≤ x ≤ 1; −1 ≤ y ≤ x
0 otherwise

Find the constant C. Is f a product pdf?

´
dx
´
dy f (x, y) =

´ 1
−1 dx

´ x
−1 dyC|x|

=
´ 1
−1 dxC|x| (x+ 1)

= C
(´ 1

0
dx x (−x+ 1) +

´ 1
0
dx x (x+ 1)

)
= C2

(
x2

2

∣∣∣1
0

)
= C

This means that C = 1. This is not a product pdf because x and y are not independent.

3.1 Given the probability space (<,B (<) ,m), where m is the probability measure induced
by the uniform pdf f on [0,1] (that is, f (r) = 1 for r ∈[0, 1] and is 0 otherwise), �nd the
pdf's for the following random variables de�ned on this space:
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(a) X (r) = r2,
(b) Y (r) = |r|1/2,
(c) Z (r) = ln |r|,
(d) V (r) = ar + b, where a and b are �xed constants.
(e) Find the pmf for the random variable W (r) = 3 if r ≥ 2 and W (r) = 1 otherwise.

Let R be a random variable with pdf fR(r), which for this problem is the uniform pdf on [0,1].
Thus X = X (R) and each part will be drived �rst for a general pdf fR and then specialized to the
uniform case.

FR (r) =


0, r < 0

r, 0 ≤ r ≤ 1

1, 1 < r

(a) Observe that X = R2, so X can take only non-negative values. As a �rst step in �nding the pdf
of X we will �nd its cdf. For x ≥ 0 we have

FX(x) = P (X ≤ x) = P
(
R2 ≤ x

)
= P

(
|R|2 ≤ x

)
= P (|R| ≤

√
x)

= P (−
√
x ≤ R ≤

√
x)

= FR (
√
x)− FR (−

√
x)

=




0,
√
x < 0

√
x, 0 ≤

√
x ≤ 1

1, 1 <
√
x

−



0, −
√
x < 0

−
√
x, 0 ≤ −

√
x ≤ 1

1, 1 < −
√
x


=




0, x < 0
√
x, 0 ≤ x ≤ 1

1, 1 < x

− 0

=


0, x < 0
√
x, 0 ≤ x ≤ 1

1, 1 < x

fX (x) =
dFX (x)

dx
=

{
1
2x
−1/2, 0 ≤ x ≤ 1

0, otherwise

(b) Y = |R|1/2, so Y can take only non-negative values.

FY (y) = P (Y ≤ y) = P
(
|R|1/2 ≤ y

)
= P

(
|R| ≤ y2

)
= P

(
−y2 ≤ R ≤ y2

)
= FR

(
y2
)
− FR

(
−y2

)
=




0, y2 < 0

y2, 0 ≤ y2 ≤ 1

1, 1 < y2

−



0, −y2 < 0

−y2, 0 ≤ −y2 ≤ 1

1, 1 < −y2


=




0, y2 < 0

y2, 0 ≤ y2 ≤ 1

1, 1 < y2

− 0

=

{
y2, 0 ≤ y ≤ 1

1, 1 < y

fY (y) =
dfY (y)

dy
=

{
2y, 0 ≤ y ≤ 1

0, 1 < y
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(c) Z = ln |R|

FZ (z) = P (Z ≤ z) = P (ln |R| ≤ z)
= P

(
eln |R| ≤ ez

)
= P (|R| ≤ ez)
= P (−ez ≤ R ≤ ez)
= FR (ez)− FR (−ez)

=




0, ez < 0

ez, 0 ≤ ez ≤ 1

1, 1 < ez

−



0, −ez < 0

−ez, 0 ≤ −ez ≤ 1

1, 1 < −ez


=


0, ez < 0

ez, 0 ≤ ez ≤ 1

1, 1 < ez

=

{
ez, −∞ < z ≤ 0

1, 0 < z

fZ(z) =
dfZ (z)

dz
=

{
ez, −∞ < z ≤ 0

0, 0 < z

(d)V (r) = ar + b, where a and b are �xed constants.
FV (r) = P (V ≤ v) = P (aR+ b ≤ v)

= P (aR ≤ v − b)

=

{
P
(
R ≤ v−b

a

)
for a > 0

P
(
R ≥ v−b

a

)
for a < 0

=

{
FR
(
v−b
a

)
for a > 0

1− FR
(
v−b
a

)
for a < 0

fV (v) =
dFV (v)

dv
=

{
1
afR

(
v−b
a

)
for a > 0

− 1
afR

(
v−b
a

)
for a < 0

fV (v) =
1

|a|
fR

(
v − b
a

)
, b ≤ v ≤ a+ b

(e) pW (w) =

{
1, for w = 1

0, otherwise

3.4 A random variable X has a uniform pdf on [0, 1]. What is the probability density
function for the volume of a cube with sides of length X?

Let Y = X3.

FX (x) =


0, x < 0

x, 0 ≤ x ≤ 1

1, 1 < x

FY (y) = P (Y ≤ y) = P
(
X3 ≤ y

)
= P

(
X ≤ y1/3

)
= FX

(
y1/3

)

FY (y) =


0, y1/3 < 0

y1/3, 0 ≤ y1/3 ≤ 1

1, 1 < y1/3
=


0, y < 0

y1/3, 0 ≤ y ≤ 1

1, 1 < y

fY (y) =
dFY (y)

dy
=

{
1
3y
−2/3, 0 ≤ y ≤ 1

0, otherwise
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3.6 Use the properties of probability measures to prove the following facts about cdf's: if
F is the cdf of a random variable, then
(a) F (−∞) = 0 and F (∞) = 1.
(b) F (r) is a monotonically nondecreasing function, that is, if x ≥ y, then F (x) ≥ F (y).
(c) F is continuous from the right, that is, if εn, n = 1, 2, ... is a sequence of positive
numbers decreasing to zero, then

lim
n→∞

F (r + εn) = F (r).

Note that continuity from the right is a result of the fact that we de�ned a cdf as the
probability of an event of the form (−∞, r]. If instead we had de�ned it as the probability
of an event of the form (−∞, r) (as is often done in Eastern Europe), then cdf's would
be continous from the left instead of from the right. When is a cdf continuous from the
left? When is it discontinuous?

(a)
F (−∞) = Pr (X ≤ −∞) = P (Ø) = 0

F (∞) = Pr (X ≤ ∞) = P ((−∞, ∞)) = P (Ω) = 1

(b) x ≥ y ⇒ (−∞, y) ⊂ (−∞, x)⇒ P ((−∞, y)) ≤ P ((−∞, x))⇒ F (x) ≤ F (y)

(c)
limn→∞ F (r + εn) = limn→∞ P ((−∞, εn])

= P (limn→∞(−∞, εn]) by continuity of probability
= P ((−∞, r])
= F (r)

A cdf will be continuous from the left at a point r if the probability of the point r is zero, otherwise
there will be a jump in the cdf equal to the probability of the point.

3.7 Say we are given an arbitrary cdf F for a random variable and we would like to
simulate an experiment by generating one of these random variables as input to the
experiment. As is typical of computer simulations, all we have available is a uniformly
distributed random variable U ; that is, U has the pdf of 3.1. This problem explores a
means of generating the desired random variable from U (this method is occasionally
used in computer simulations). Given the cdf F , de�ne the inverse cdf F−1(r) as the
smallest value of x ∈ < for which F (x) ≥ r. We specify �smallest� to ensure a unique
de�nition since F may have the same value for an interval of x. Find the cdf of the
random variable Y de�ned by Y = F−1 (U).
Suppose next that X is a random variable with cdf FX(α). What is the distribution of the
random variable Y = FX(X)? This mapping is used on individual picture elements (pix-
els) in an image enhancement technique known as �histrogram equalization� to enhance
contrast.

Note that U is a uniform random variable in [0, 1], so its pdf is fU (u) = 1 for 0 ≤ u ≤ 1 and
its cdf is FU (u) = u, for 0 ≤ u ≤ 1, as well. In the �rst part of this problem, we are given U and a
non-decreasing function F (x) and we are asked to generate a random variable that has F (x) as its cdf.

If we de�ne Y = F−1(U) - where F−1(r) is the smallest value of x ∈ <, for which F (x) ≥ r - then
we will prove that Y has the desired cdf, FY (y) = F (y) and thus, it will be suitable for our simulation
experiment.
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Indeed
FY (y) = P (Y ≤ y) = P

(
F−1 (U) ≤ y

)
Since F is a non-decreasing function, F−1 (U) ≤ y implies that F

(
F−1 (U)

)
≤ F (y), or U ≤ F (y).

So, it is
FY (y) = P (Y ≤ y) = P (U ≤ F (y)) = FU (F (y)) = F (y)

In conclusion, by de�ning Y = F−1 (U), we've managed to produce a random variable with a prescribed
cdf, by means of a mapping on a uniform random variable U .

Suppose that X is a random variable with a known cdf FX(α). If we de�ne the random variable
Y , as Y = FX(X), then for its cdf we have

FY (y) = P (Y ≤ y) = P (FX(X) ≤ y)

where 0 ≤ y ≤ 1.
If we de�ne as F−1(y) the smallest value of x ∈ < for which FX(x) ≥ y, then we can write

P (FX(x) ≤ y) = P
(
X ≤ F−1X (y)

)
+ P

(
F−1X (y) ≤ X ≤ F̂−1X (y)

)
where F̂−1X (y) is de�ned as the largest value of x ∈ < for which FX(x) = y. However,

P
(
F−1X (y) ≤ X ≤ F̂−1X (y)

)
= FX

(
F̂−1X (y)

)
− FX

(
F−1X (y)

)
= y − y = 0

This means that

FY (y) = P (FX(X) ≤ y) = P
(
X ≤ F−1X (y)

)
= FX

(
F−1X (y)

)
= y.
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