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Abstract

We develop a multi-fluid model for a ternary polymer solution using the Rayleighian

formalism of Doi and Onuki,1 and give an efficient pseudo-spectral method for solving

both the diffusion and momentum equations that result. Subsequently, we find that

the numerical simulation is capable of describing systems at the micron length-scale

and easily reaches millisecond time-scales. In addition, we characterize the model

thermodynamics and kinetics including the (i) phase behavior, (ii) structure of the

interfaces, (iii) mutual diffusion coefficients, (iv) bulk spinodal decomposition kinetics

with and without hydrodynamics and (v) spinodal decomposition in the presence of

an interface with a non-solvent bath. We obtain good qualitative agreement with the

expected thermodynamic and kinetic behavior. We also show that a linear stability

analysis of the diffusion equation quantitatively predicts the fastest growing mode
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obtained from simulation and gives insight into the phase separation process relevant

for the evolution of microstructure in phase-separating ternary polymer solutions.

Introduction

Immersion precipitation (IP) is a popular industrial process for fabricating polymer mem-

branes that are used in a variety of applications, the most notable being water purification.

Speaking about the IP process in 1985, McHugh and Yilmax observed that, “It is clear that

a good deal of this important technology still rests on a largely empirical basis and that there

is an important need for the development of quantitative models to describe the mechanisms

of the structure formation process.”2 Amazingly, over thirty years later this goal has yet to

be achieved. With the market size for membranes currently in the billions of dollars, and a

strong expectation that the demand for clean water will increase,3 a quantitative model of

membrane formation is now more urgently needed than ever.

The canonical story of the membrane formation process by immersion precipitation is

illustrated by Figure 1(a), where a mixture of polymer and good solvent is cast as a thin

film onto a substrate and then immersed in a non-solvent bath.4 Before immersion, the

polymer/solvent mixture is located in the homogeneous (H) region on the schematic of the

ternary phase diagram in Figure 1(b). Following immersion, solvent is exchanged for non-

solvent in the polymer film, driving the mixture into the liquid-liquid coexistence region

(L-L). There the film spontaneously de-mixes into a polymer-lean phase and a polymer-rich

phase with some microscopic to mesoscopic inhomogeneity. Following the phase separation,

the quench continues to deepen until the polymer-rich phase becomes concentrated enough to

vitrify or crystallize, arresting the network structure that forms the pores of the membrane.

While this description of the origin of the membrane’s microstructure is uncontroversial,

it is too simple to explain the existence of various features such as “skin” layers, gradients

in the pore size distribution and large-scale, finger-like pores referred to as “macro-voids”.5
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Figure 1: (a) A schematic of a roll-to-roll process for making polymer membranes by immer-
sion precipitation. (b) A schematic ternary phase diagram with regions that are homogeneous
(H), liquid-liquid coexistence (L-L), glassy (G) and liquid-glass coexistence (L-G).

As stated above, the formation mechanism of these morphological features has occupied

research efforts for several decades.4–6 Due to the lack of a fundamental explanation for

the origin of these features, a number of empirical observations and heuristics have arisen

surrounding the development of these morphologies, most notably surrounding macro-void

formation.7 However, beyond these empirical observations the field has made limited progress

in providing a definitive qualitative explanation — let alone a quantitative model — of the

mechanism of microstructure formation.

Early attempts to move beyond naked empiricism focused on calculating ternary phase

diagrams8 and developing one-dimensional transport models of solvent and non-solvent ex-

change.9,10 The most useful result of these transport models are so-called “composition” or

“mass-transfer” paths. Composition paths are time dependent concentration profiles plot-

ted directly on a ternary phase diagram and are used to predict (i) the delay time between

immersion and phase separation and (ii) the polymer concentration profile in the film just

before demixing.

Unfortunately, one’s ability to extract information about the membrane’s microstructure

from these models is limited, due to the fact that they do not directly treat the demixing pro-

cess. Accordingly, the basic paradigm that emerged from this line of research assumed that
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the microstructure would be determined by the polymer concentration profile immediately

before phase separation. This in turn implied that an inhomogeneous polymer concentra-

tion would lead to an inhomogeneous membrane. Empirical observations of fast and slow

delay-times before demixing were further combined with these assumptions to speculate on

the mechanism of formation of various morphological features.

More recently, researchers have turned their attention to an explicit treatment of the

demixing process by a wide variety of methods including phase-field,11,12 lattice-Boltzmann,13

dissipative particle dynamic14 and Monte Carlo bond-fluctuation15 models. In addition to

addressing the phenomenon of non-solvent-induced phase separation (NIPS) relevant for

immersion precipitation, there has also been continued interest in the related (but less com-

plicated) process of thermally induced phase separation (TIPS).16,17 While there are indeed

many different methods used to model the demixing process, each method aims at a similar

goal: to predict the kinetics of the phase transition by characterizing the rate of demix-

ing and characteristic domain size at early times and the domain growth that results from

coarsening mechanisms at late times.

Despite the existence of these models in the literature, no one has yet provided a satisfac-

tory physical explanation of the morphological variety of polymer membranes. To put this

claim in perspective, one must realize the depth of the challenge required to develop a model

capable of capturing both mass-transfer and phase-separation kinetics. Such simulations re-

quire simultaneous and efficient treatment of spinodal decomposition kinetics, multiphase

flow and multicomponent diffusion across a large span of length and time scales. Thus,

while undoubtedly contributing important and unique features, each of the existing models

in the literature suffers from important deficiencies (e.g. neglect of hydrodynamics, unrealis-

tic transport coefficients, lack of non-solvent mass transfer, excessive simulation times, etc.).

Furthermore, the phenomenological nature of these models detaches the connection between

important parameters and macroscopic phenomena (e.g. the impact of polymer molecular

weight on diffusion).
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In the manuscript that follows, we develop a model rigorously connected to the statistical

mechanics of polymer solutions and therefore designed to address the aforementioned defi-

ciencies. In our approach, we use a multi-component extension of the well-known two-fluid

model of de Gennes to describe the behavior of the polymer solution.18 Following a formal-

ism by Doi and Onuki,1 this leads to a ternary phase-field model that we consider to be a

more efficient cousin of the dynamic self-consistent field theory (SCFT) models previously

used both by us and other researchers.19–23 We then describe an accurate and efficient semi-

implicit pseudo-spectral method for solving this set of non-linear PDEs, similar to those used

in state-of-the-art SCFT and “model H” simulations .24,25

We proceed to validate the thermodynamics and kinetics of our model, and describe the

length and time-scales that our simulations can access, noting that these length and time

scales will allow us to describe both mass transfer and phase separation behavior in asymmet-

ric membrane formation. We conclude with a brief investigation of the early-time spinodal

decomposition kinetics and discuss the implications of these kinetics on pore-formation mech-

anisms in NIPS membranes. Subsequent reports will further explore the role of mass transfer

in initiating spinodal decomposition and late stage coarsening kinetics as we seek to further

understand the morphology selection rules of the NIPS process.

A Multi-Fluid Model

Phase-field models — like the classic Cahn-Hilliard model26 — are an excellent choice for

simulating phase-separating systems undergoing mass transfer and flow. They are capable

of describing inhomogeneous systems without the need to resolve high-frequency molecular

degrees of freedom that limit the time step size in particle-based methods or explicitly track

interfaces like conventional multi-phase flow methods in continuum fluid dynamics. However,

much of the work with phase-field models, including the Cahn-Hilliard model and model H,

focuses on universal behavior.27 Therefore, when seeking to model a specific system such
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as a ternary polymer solution, one must be careful that the model accurately describes the

thermodynamics and kinetics of the system of interest.

Fortunately, for polymer solutions there is a rigorous formalism connecting the statistical

mechanics of polymers to field-based methods.28 Incorporating dynamics within the field

theory formalism has been a problem of interest for decades. One of the most rigorous

ways to incorporate dynamics is known as the two-fluid model and was introduced by de

Gennes and his colleagues in the late 1970’s.18,29 In the two-fluid model, one writes separate

momentum balances for each species and then imposes a drag force between these continua

to satisfy the total conservation of momentum. In addition to the drag force, one must

incorporate a constitutive equation to describe the viscous and elastic stresses that the

solution experiences.20 Although technically phenomenological, such constitutive equations

have deep theoretical underpinnings and a rich history in the rheology literature.30,31

The two-fluid model has been successful at describing important aspects of inhomoge-

neous polymer solutions. Indeed, it is the model of choice when accounting for the coupling

between stress and concentration in such systems.1,32,33 For example, this fact has recently

been exploited by one of us (GHF and colleagues), to use a two-fluid model to postulate a

unique mechanism for shear banding in polymer solutions.34 Two-fluid models have also been

important in the study of other complex fluids such as solutions of wormlike micelles.35–37

Doi and Onuki have developed a convenient formalism for deriving equations of motion

within the two-fluid model.1 At the heart of this formalism is a Lagrangian-type functional

called a Rayleighian, which describes an over-damped (i.e., zero Reynolds-number) two-fluid

model. Finding an extremum of this functional gives equations of motion that satisfy the

usual principle of minimal energy dissipation in non-equilibrium thermodynamics.38 The

formalism is particularly convenient for our purposes because it naturally produces thermo-

dynamically consistent Onsager coefficients, and it easily accommodates systems with more

than two components. We note that the Doi-Onuki formalism is not the only formalism

capable of producing thermodynamically consistent two-fluid models. Beris, Öttinger, Ger-
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mann, Cook and others have developed a very general bracket-based Hamiltonian formalism

for non-equilibrium thermodynamics that can be used for two-fluid models.39–42

In this section we extend the formalism of Doi and Onuki to multi-component systems to

derive a “multi-fluid” model of a ternary polymer solution. Our model includes thermody-

namically consistent, concentration-dependent diffusivities and hydrodynamics, key features

for correctly describing the NIPS process that were lacking in previous phase-field mod-

els.11,12 In its current incarnation, our model does not include elastic stresses, which are

certain to play an important role during the solidification of the membrane at high poly-

mer concentration. Thermal fluctuations are also neglected, which would permit the system

to overcome barriers to metastability. Omitting these physical effects allows us to greatly

simplify the numerical methods while providing an opportunity to tease out the impact of

diffusion and viscosity alone. However, these effects are experimental realities and research

regarding their inclusion is ongoing.

In the next section, we build a Rayleighian that includes the physical effects we just de-

scribed, and present the corresponding transport equations. The Supplemental Information

provides additional details about the derivation of the transport equations. Following the

derivation, we present efficient numerical methods for solving the transport equations, which

are a set of coupled, non-linear partial differential equations.

Model description

Consider a ternary mixture of a polymer (p), non-solvent (n) and good solvent (s) where each

component is characterized by a scalar density field, ρi(r), and a vector-valued velocity field,

vi(r), with i ∈ {p, n, s}. Unfortunately, the co-existence of multiple spatial dimensions and

multiple species represents a notational challenge. To avoid ambiguity, we represent vectors

and tensors in spatial dimensions using bold variables (e.g. v) and use explicit subscripts

for species variables (e.g. Hij).

To derive transport equations for these components using the Doi-Onuki formalism, we
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need (i) an expression of the principle of conservation of mass and (ii) a Rayleighian func-

tional.1,38 Accordingly, each component in the system satisfies a mass-conservation relation-

ship

∂ρi
∂t

= −∇ · (ρivi) . (1)

With an eye towards using the Flory–Huggins model for thermodynamic properties, we

assume that each component has the same partial molar volume, ṽi = v0 (i.e., monomer

size, b = v
1/3
0 ), where v0 is a constant. With this assumption, ρi = φiv

−1
0 , and Eq. 1

simplifies to,

∂φi
∂t

= −∇ · (φivi) (2)

where φi(r) is the volume fraction of component i.

Assuming ṽi = v0 may seem restrictive, especially since Tsay and McHugh argued that

the ratio of molar volumes was an important parameter for modeling the relative flux of

solvent to non-solvent in their 1D mass-transfer model.10 However, the assumption is not

as limiting as it appears. In fact, we retain the freedom to assume different molecular sizes

(and therefore different relative fluxes) through the use of a parameter for the degree of

polymerization. The real consequence of the assumption of constant partial molar volume

is on the total density. Under this assumption, the total density is a constant, ρ = v−1
0 ,

meaning the mixture is incompressible

∇ · v = 0 (3)

where we have introduced the total (barycentric) solution velocity

v =

p,n,s∑
i

φivi. (4)

Note that with incompressibility, we lose a degree of freedom in specifying one concentration

field. In other words, when Eq. 3 is satisfied in our three-fluid case, the number of inde-
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pendent component mass balances (i.e., Eq. 2) decreases from three to two. When taking

derivatives or evaluating material constants, it will prove convenient to use only the inde-

pendent volume fractions. Therefore, we adopt a convention where only the polymer and

the non-solvent volume fractions are independent variables and the solvent volume fraction

is given by,

φs = 1−
p,n∑
i

φi. (5)

The Rayleighian

The Rayleighian is a functional of the component velocity fields and is a Lagrangian-type

expression for dissipative processes composed of three terms:

R[{vi}] = Ḟ [{vi}] + Φ[{vi}]− λG[{vi}] (6)

the time derivative of the Helmholtz free energy of mixing, Ḟ [{vi}], the dissipation potential,

Φ[{vi}], and a Lagrangian constraint, G[{vi}], with multiplier, λ.1,38,43

The free energy functional is given by a generalization of the Flory–Huggins–de Gennes

functional for a ternary system (noting the two independent variables φp and φn),29

F [{φi}] =
kBT

v0

∫
dr

[
f0({φi}) +

1

2

p,n∑
i

κi |∇φi|2
]

(7)

f0({φi}) =

p,n,s∑
i

φi
Ni

lnφi +

p,n,s∑
i 6=j

χijφiφj (8)

where kB is Boltzmann’s constant, T is the absolute temperature and v0 is the reference

volume. f0({φi}) is the homogeneous free energy of mixing given by a ternary Flory–Huggins

model, where Ni parameterizes the degree of polymerization, and χij are Flory interaction

parameters. The non-local terms in Eq. 7 are preceded by gradient coefficients, κi. In

principle, one can derive composition-dependent gradient coefficients using a microscopic

polymer model and an analytical approximation such as the random phase approximation
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or a slow gradient expansion.28,29,44 However, we leave them as constants to simplify both

the model and numerical methods.

The Rayleighian requires the time derivative of the free energy functional. Taking the

derivative and using the chain rule gives

Ḟ [{vi}] =

∫
dr

[
p,n∑
i

δF

δφi

∂φi
∂t

]
. (9)

Using the mass balance expression in Eq. 2 for the time derivative of the volume fraction,

defining the (exchange) chemical potential

µi =
δF

δφi
(10)

and using integration by parts gives

Ḟ [{vi}] =

∫
dr

[
p,n∑
i

φivi · ∇µi

]
(11)

which expresses the time derivative of the free energy in terms of the component velocities.

The dissipation potential represents one half of the rate of energy dissipation of the fluid

and is given by

Φ[{vi}] =
1

2

∫
dr

[
p,n,s∑
i

ζi (vi − vm)2 + σ(v) : ∇v

]
. (12)

The dissipation potential includes a sum over the drag between components and a viscous

dissipation term. The viscous stress tensor is assumed to be quasi-Newtonian,

σ(v) = η({φi})[∇v + (∇v)T] (13)

where η({φi}) is a concentration-dependent solution viscosity to be specified. While the

concentration-dependent viscosity in Eq. 13 does not include the full effects of viscoelasticity

that would accompany an elastic free energy contribution in Eq. 7 and a stress relaxation
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term in Eq. 12, it does give the model the freedom to produce dynamics with some features

that resemble a glassy solid by allowing the viscosity to become large at a high polymer

concentration. The drag in Eq. 12 is defined relative to the friction-centered “medium

velocity”,1

vm =
1

ζ

p,n,s∑
i

ζivi (14)

where ζi is the friction per volume of component i, and ζ =
∑

i ζi is the total friction density.

Doi and Onuki have shown that it is necessary to use the medium velocity in the drag term

in order to get correct mutual diffusion coefficients.1

The friction coefficients, ζi, are assumed to be local and embody the low-frequency details

of polymer-solvent dynamics.23,45 In our model, we follow Doi and Onuki,1 and assume

that the viscous stresses are the only non-local dissipative terms. We further assume that

the friction coefficient density is proportional to the monomer friction coefficient times the

component density (i.e., the friction is Rouse-like),

ζi = v−1
0 ζ0φi (15)

where the friction coefficient of a monomer of size b is defined as,

ζ0 = ηsb (16)

which is the Stokes friction in a dilute solution where the usual factor of 6π is omitted for

arithmetic convenience. Notice that the degree of polymerization, Ni, does not enter into

Eq. 15 because ζi is a friction per volume, not a friction per molecule.

Finally, the incompressibility constraint on species velocity fields must also be accounted

for in the Rayleighian,

λG[{vi}] =

∫
dr p (∇ · v) (17)

where the Lagrange multiplier is defined as the pressure, p. Note that the incompressibility
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constraint on masses has been satisfied by construction in the free energy functional.

Model Summary

Substituting Equations 11, 12 and 17 into Eq. 6 fully specifies the Rayleighian. Stationary

values of the Rayleighian with respect to vi yield equations of motion for the component

velocities. Subsequent re-arrangements of the component velocity equations, which are de-

tailed in the Supplemental Information, yield a coupled set of momentum and diffusion

equations. The resulting transport equations are non-dimensionalized by the length scale

R = bN
1/2
r (the RMS end-to-end distance of a reference polymer of length Nr), the time

scale τ = N2
r ηrv0/kBT (the Rouse time of the reference polymer in a solution with viscosity

ηr), and the viscous pressure scale p∗ = ηr/τ .

The final result of this process is the set of dimensionless transport equations:

∂φi
∂t

+ v · ∇φi = ∇ ·

[
p,n∑
j

Mij∇µj

]
(18)

−∇p+∇ ·
[
η({φi})(∇v +∇vT )

]
= Nr

p,n∑
i

φi∇µi (19)

∇ · v = 0 (20)

∇µi =

p,n∑
j

[
Hij∇φj −Kij∇∇2φj

]
. (21)

The transport equations include two convection-diffusion equations (Eq. 18), a total mo-

mentum balance (Eq. 19), the incompressibility constraint (Eq. 20) and the gradient of the

chemical potential (Eq. 21). Additionally, the matrix of mobility (Onsager) coefficients is

given by,

Mpp = φp(1− φp) (22a)

Mpn = Mnp = −φpφn (22b)

Mnn = φn(1− φn) (22c)
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Table 1: Dimensionless Parameters

Expression Description
αp = Np/Nr polymer size
αn = Nn/Nr non-solvent size
αs = Ns/Nr solvent size
χpsNr polymer-solvent interaction
χnsNr non-solvent-solvent interaction
χpnsNr = (χpn − χns − χps)Nr solvent-mediated polymer-non-solvent interaction
κ̃p = κpb

−2 polymer-solvent gradient coefficient
κ̃n = κnb

−2 non-solvent-solvent gradient coefficient

the Hessian matrix of the second derivatives of the homogeneous free energy functional is,

Hpp = (αpφp)
−1 + (αsφs)

−1 − 2χpsNr (23a)

Hpn = Hnp = (αsφs)
−1 + χpnsNr (23b)

Hnn = (αnφn)−1 + (αsφs)
−1 − 2χnsNr (23c)

and the matrix of the gradient coefficients is given by

Kpp = κp (24a)

Kpn = Knp = 0 (24b)

Knn = κn. (24c)

A summary of the dimensionless parameters which appear in Equations 18–21 is pro-

vided in Table 1. (Note that all parameters are physically constrained to be positive, real

numbers.) For typographical clarity, tildes have been omitted on the dimensionless variables

in Equations 18–24.

Numerical Methods

The multi-fluid model expressed in Equations 18–24 is a set coupled non-linear partial dif-

ferential equations. There are a number of challenges to obtaining an accurate and efficient
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numerical solution. It can be shown that the fourth-order spatial derivatives in Eq. 18 cause

numerical instabilities in explicit time-stepping schemes unless

∆t < c (∆x)4 (25)

where ∆t is the time step, ∆x is the grid resolution and c is some constant that depends

on the physical constants and the specifics of the method.24 Since ∆x � 1 is required for

accurately resolving interfaces, Eq. 25 is an oppressive limitation, and an implicit scheme is

necessary. However, fully implicit methods can be costly and difficult to implement. Instead,

we employ a cost efficient semi-implicit alternative.

In addition to the notorious numerical stiffness problem, solutions with phase-separated

domains contain narrow interfaces, which introduce small length scales that must be resolved.

These interfaces are dynamic, so using lower-order finite difference methods requires highly-

resolved grids, which limit system size and can become prohibitively expensive. As such, one

desires a high-accuracy method that converges rapidly with mesh size to the fully resolved

limit.

More computational challenges are presented by the momentum equation, Eq. 19. Like

all methods for incompressible fluids, one must find an efficient way to enforce the incom-

pressibility constraint through the pressure term. The concentration-dependent viscosity in

Eq. 19 adds an additional complication. As is the case with the diffusion equation, the hope

is to resolve this issue without having to break linear scaling by resorting to costly non-linear

solvers (e.g. Newton’s method).

We have developed a linearly implicit, pseudo-spectral method designed to address these

challenges. For the time discretization, we use a semi-implicit scheme, which has been shown

to be a stable and efficient method for overcoming the difficulties associated with high-order

derivatives in model H.24,25,46 The spatial derivatives are treated with pseudo-spectral meth-

ods. The accuracy of spectral methods is unparalleled, making them the method of choice
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for resolving domain interfaces in related problems such as self-consistent field theory.25,28

Pseudo-spectral methods also simplify the treatment of the incompressibility constraint in

the momentum equation, through the use of a closed-form projection operator.30,47

Finally, until now we have neglected to discuss boundary conditions and simulation ge-

ometry. The choice of numerical method is often constrained by both considerations. For the

purposes of this paper, we assume periodic boundary conditions and a rectangular geome-

try. Periodic boundary conditions and rectangular geometries are readily implemented with

pseudo-spectral methods48–51 and are not limiting for our current tasks of characterizing the

model and investigating homogeneous spinodal decomposition kinetics. The accommodation

of additional boundary conditions is the focus of ongoing work.

The diffusion equation

Consider Eq. 18

∂φi
∂t

+ v · ∇φi = ∇ ·

[∑
j

(
Dij∇φj −Bij∇∇2φj

)]
(26)

where we define the Fickian diffusion matrix as,

Dij =
∑
k

MikHkj (27)

and the product of the mobility and gradient coefficient matrices as,

Bij =
∑
k

MikKkj. (28)

In general, the coefficient matrices Dij and Bij depend on concentration and therefore are

functions of space. However, consider for a moment the case where they are constants.

Taking the spatial Fourier transform of both sides gives,

∂φ̂i
∂t

+ F [v · ∇φi] = −
∑
j

(
q2Dij + q4Bij

)
φ̂j (29)
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where we represent the Fourier transform of a function as,

F [φi(r)] =

∫
dr φ(r) exp(−iq · r) (30)

= φ̂(q) (31)

and q2 = |q|2 and q4 = |q|4. Using a first-order finite difference approximation for the

time-derivative, we treat the gradient terms implicitly and the convection term explicitly,

φ̂
(n+1)
i − φ̂(n)

i

∆t
+ F [v(n) · ∇φ(n)

i ] = −
∑
j

(
q2Dij + q4Bij

)
φ̂

(n+1)
j (32)

where superscripts are used to denote the time index. Re-arranging and solving for φ
(n+1)
i

gives,

φ̂
(n+1)
j =

∑
i

(A−1)ji

(
φ̂

(n)
i −∆tF [v(n) · ∇φ(n)

i ]
)

(33)

where we have defined,

Aij ≡ Iij + ∆t q2Dij + ∆t q4Bij. (34)

Iij is the identity matrix (in components p and n) and (A−1)ji represents the inverse of Aij,

which in this case is a 2× 2 matrix for the two independent species.

We expect the method given in Eq. 33 to overcome the stability limit of Eq. 25 because

it is implicit in the second and fourth order gradients. Additionally, assuming we discretize

space withM plane waves, numerically evaluating Eq. 33 takes only O(M logM) operations.

This computational cost is nearly optimal. (We must also invert a 2× 2 matrix to uncouple

the interdependence of the different species, but this is trivial.) Because we have treated the

convection term explicitly, we are still limited by the so-called CFL stability limit. However,

the CFL limit is not nearly as restrictive as Eq. 25, and we do not expect it to drastically

affect the performance of the method.24

Incorporating these insights when Dij and Bij are variable, we use a splitting approach
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in which we extract constant coefficient linear terms which are dominant at small scales. Let

dij = max(Dij) (35)

bij = max(Bij) (36)

where max() returns the matrix at the spatial grid point with the largest eigenvalue (either

globally or at each time step). This can be conveniently done by searching space for the

matrix with the largest norm. Then we add and subtract the leading order terms with

constant coefficients dij and bij to Eq. 26,

∂φi
∂t

+ v · ∇φi =
∑
j

[
dij∇2φj − bij∇4φj +∇ · (δDij∇φj)−∇ ·

(
δBij∇∇2φj

)]
(37)

where δDij = Dij − dij and δBij = Bij − bij. Taking the Fourier transform and discretizing

as before gives,

φ̂
(n+1)
i − φ̂(n)

i

∆t
+ F [v(n) · ∇φ(n)

i ] =
∑
j

{
−
(
dijq

2 + bijq
4
)
φ̂

(n+1)
j

+ F
[
∇ ·
(
δD

(n)
ij ∇φ

(n)
j

)]
−F

[
∇ ·
(
δB

(n)
ij ∇∇2φ

(n)
j

)]}
(38)

where we have treated the linearized stiffest terms implicitly and the rest explicitly. Re-

arranging to solve for φ
(n+1)
i gives,

φ̂
(n+1)
j =

∑
i

(
A−1

)
ji

{
φ̂

(n)
i −∆tF

[
v(n) · ∇φ(n)

i

]
+ ∆tF

[
∇ ·
(
δD

(n)
ij ∇φ

(n)
j

)]
−∆tF

[
∇ ·
(
δB

(n)
ij ∇∇2φ

(n)
j

)]}
. (39)

The linearly implicit approach outlined here improves stability as long as Dij and Bij

are positive definite. The underlying diffusion equation is not stable when this condition is

not satisfied (e.g. Dij is not positive definite when inside the spinodal region). Therefore
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any implementation of this procedure should carefully check that dij and bij are positive

definite. To ensure maximum numerical stability in our implementation, we perform a

spectral decomposition of dij and bij at each time step. If a negative eigenvalue is found, the

matrix dij or bij is re-constructed, with unstable modes eliminated resulting in a sub-space

semi-implicit method.

Momentum Equation

Now consider Eq. 19,

−∇p+∇ ·
[
η(∇v +∇vT )

]
= Nr∇ ·Π (40)

where we have re-written the right-hand side in terms of the osmotic stress tensor,1,33,47,52

∇ ·Π =

n,p∑
i

φi∇µi. (41)

As was the case with the diffusion equation, our numerical method is easiest to illustrate

with constant coefficients, so for the moment we assume that the viscosity is a constant.

Simplifying Eq. 40 gives

−∇p+ η∇2v = Nr∇ ·Π. (42)

The main challenge to overcome in solving Eq. 42 is enforcing incompressibility and thereby

eliminating∇p. One effective way to do this when using pseudo-spectral methods is the direct

application of the transverse projection operator, T .52 The transverse projection operator

has the useful property that it projects out a divergence-free velocity field

T̂ · v̂ = v̂ (43)

T̂ · ∇̂p = 0 (44)
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and it can be represented explicitly in Fourier space

T̂ = I − qq
q2

. (45)

Using these properties, we take the Fourier transform of Eq. 42, apply T to both sides and

solve for v̂,

v̂(n+1) = − 1

ηq2

[
I − qq

q2

]
· F
[
Nr∇ ·Π(n+1)

]
(46)

where we labeled the time step with the same notation as used in the diffusion equation,

Eq. 39. The solution is accurate and efficient, requires no iteration, and can be directly

calculated following the evaluation of Eq. 39. Notice that the velocity is slaved to the

osmotic stress forcing term. This is a consequence of the lack of inertia in Stokes’ flow.

Using the constant viscosity problem as a guide, we now address the variable viscosity

case. Analogous to the semi-implicit method for the diffusion equation, we add and subtract

a viscous dissipation term with a constant viscosity

η∗ = max(η) (47)

to the variable viscosity momentum equation,

−∇p+ η∗∇2v +∇ ·
[
δη(∇v +∇vT )

]
= Nr∇ ·Π (48)

where we have defined δη ≡ η−η∗. Taking the Fourier transform and applying the transverse

projection operator to both sides yields,

v̂ = − 1

η∗q2

[
I − qq

q2

]
· F
[
Nr∇ ·Π−∇ ·

[
δη(∇v +∇vT )

]]
(49)

which is an implicit equation for v̂. We can solve for v̂ by treating the velocity on the right-
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and left-hand sides of the equation as being at different fictitious time steps m,

v̂(m+1) = − 1

η∗q2

[
I − qq

q2

]
· F
[
Nr∇ ·Π(n+1) −∇ ·

[
δη(∇v(m) + (∇v(m))T )

]]
. (50)

Eq. 50 can be solved by a fixed-point method, which is iterated in an inner loop during

each time step until
∣∣v(m+1) − v(m)

∣∣ ≤ ε where ε is some tolerance. At this point v̂(m+1) →

v̂(n+1) and time-stepping continues. In our experience, the fixed-point method is stable

when η∗ = max(η), however, convergence can take many steps when the viscosity ratio,

max(η)/min(η), is large. Such iterations are very costly, since the fixed-point iteration

occurs as an inner loop at each time step. To decrease these costs, we implemented (i) a

first-order continuation method between time steps n and n + 1 to obtain better guesses of

the initial value of the velocity fields and (ii) Anderson mixing to accelerate the convergence

of the fixed-point method.53,54 Additionally, we exploit the fact that the osmotic stress term

in Eq. 50 does not change in the inner loop, and therefore its contribution to the velocity

only needs to be computed once.

Implementation

We have implemented these methods in a custom CUDA/C++ code for general-computing

graphics processing units (GPGPUs), which are very efficient at performing the Fourier

transforms required by the pseudo-spectral method.55

On a single GPU, simulation size is typically limited by memory, rather than processor

time. Using a Tesla M2070 with 6 GB global memory we have run jobs with as many as

10242 ≈ 106 plane waves. A typical spatial resolution is 0.5R (depending on the interface

thickness), meaning in a typical two-dimensional simulation, we have an maximum simulation

domain size of approximately 512R×512R. For a typical polymer size of 100 Å, this translates

to a simulation domain of about 5µm× 5µm.

Additionally, we have implemented an adaptive time-stepping scheme to leverage the
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improved stability imparted by the semi-implicit method to allow for larger time steps,

when doing so does not incur an accuracy penalty. For a given degree of time step accuracy,

the optimal step size depends on details of the current-time dynamics. Using a constant

time step scheme clearly limits one to the worst-case time step, thereby limiting the total

simulation time achievable for a given wall-clock time. Accordingly, we use a step-doubling

procedure that controls the truncation error, ε = |
(
φn+1
i

)
∆t
−
(
φn+1
i

)
∆t/2
|, of the diffusion

equation to within ε ≤ [10−4, 10−6].56 The use of the adaptive time-stepper accurately treats

fast dynamics with smaller time steps, while permitting numerical acceleration during more

inert periods, thereby enabling a significant decrease to the wall-clock time needed to reach

large time-scales.

Because of the step-doubling procedure and the iterative nature of the momentum equa-

tion, the wall-clock times necessary to reach a specific simulation can vary widely based

on the parameters of the model and initial conditions. A less variable parameter is the

wall-clock time per time step, which for the spinodal decomposition studies that follow were

typically about 0.33 seconds on a single Tesla M2070 GPU. To give a sense of the accessible

time-scales, we note that while performing the simulations for Figure 6, we were able to reach

simulation times of 6 × 104 in approximately 2 × 105 time steps in 10–20 hours wall-time.

Converting simulation time to dimensional units assuming Nr = 20, b = 10 Å, ηr = 1 cP and

T = 293K gives τ ≈ 0.1 µs and therefore a time of ≈ 6 ms for these spinodal decomposition

simulations.

Finally, we mention the effect of several key parameters on the overall stability and

efficiency of the numerical method. High segregation strength simulations (i.e., χpsNp & 30)

are a particular challenge. Here, the equilibrium volume fraction of a component is often very

close to zero or one, due to the presence of the logarithmic terms in the Flory–Huggins free

energy, Eq. 8. Numerical accuracy becomes limiting in these situations and the numerical

method becomes unstable. In addition, interfaces narrow at high segregation strength, and

spectral derivatives become less accurate as they populate modes with increasingly higher
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wave number. To solve this problem, one may increase the grid resolution, or widen the

interfaces by increasing the value of κi. (Although the latter solution is mathematically

possible, the values κi are often constrained by physical considerations.)

Simulations with a large viscosity contrast (ηp/ηs) also present a challenge. As expected,

errors converge linearly using the naive fixed-point method, which can take dozens or hun-

dreds of iterations when the viscosity contrast is order ten or greater. Using better initial

guesses with a continuation method and accelerating convergence by using Anderson mixing,

we were able to make up to a ten-fold decrease in the number of iterations in the inner loop

over the naive implementation, depending on the viscosity contrast. With these improve-

ments, calculations with a viscosity contrast up to at least 104 are achievable within roughly

the same order of magnitude of wall-clock time as a constant viscosity calculation.

Results and Discussion

Thermodynamics

To validate our model, we start by examining equilibrium behavior. The behavior of the

phase-field model at equilibrium is governed by the ternary Flory-Huggins-de Gennes (FHG)

functional given in Eq. 7. Flory-Huggins based phase-field models are very well understood,

and have a number of limitations when comparing to experimental systems. They are mean-

field models,57 and the interaction parameters (i.e., χij) must be given a dependence on

temperature, concentration and sometimes molecular weight to obtain agreement with ex-

periments.58,59 As such, a number of studies of polymer membrane formation in the litera-

ture have used concentration-dependent interaction parameters.8,60,61 While these changes

do indeed produce quantitatively different phase diagrams, we hypothesize that existence

of concentration-dependent χ-parameters will only subtly impact the qualitative dynamic

behavior, meaning that we can focus our attention on constant χij parameters. If this hy-

pothesis is invalid or if quantitative agreement is necessary for a particular application, the
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free-energy functional and its derivatives can be modified accordingly.

With arbitrary species’ molecular weight and interaction parameters, the FHG functional

is general enough to produce multi-phase systems well beyond the scope of the two-phase

NIPS problems that concern us here. Therefore, we restrict our attention to two-phase

polymer solutions, where the only phase separation is between the polymer and non-solvent.

This regime of the parameter space is characterized by a polymer molecular weight much

larger than that of the solvent and non-solvent (αp � αs, αn) and interaction parameters

χns and χps below their critical values. For characterization purposes, we define a pseudo-

binary system that satisfies these criteria: (i) αp = 1, (ii) αn = αs = N−1, (iii) Nr = N , (iv)

χ = χpn, (v) χps = χns = 0, and (vi) κ = κp = κn. With these assumptions we have only

three degrees of freedom (N , χ and κ) in addition to the composition variables φp and φn.

Within this parameter space, we first verify that the multi-fluid model produces the ex-

pected phase behavior. Figure 2 compares phase-separated states obtained from the multi-

fluid model to a ternary phase diagram generated from the homogeneous free energy in Eq. 8.

Panels (a)–(c) shows spatial profiles of the polymer density for half of the simulation domain;

symmetry renders the other half of the periodic box redundant. The density profiles are equi-

librium profiles, obtained by running the multi-fluid simulation in two stages. The first stage

uses an initial condition consisting of a homogeneous profile at the average concentration

(inside the spinodal) with a small sinusoidal perturbation. This stage undergoes spinodal

decomposition and yields many domains, with compositions that differ from equilibrium due

to the finite size of the domains. To avoid the need to resolve the long (i.e., logarithmic62)

time-scale of 1D coarsening dynamics of these domains, these simulations are stopped and

used to initialize a second stage of calculations with only two domains separated by a sig-

moidal interface of width ≈ R at the near-equilibrium concentration. These calculations are

run until the density profiles equilibrate.

Figure 2(d) shows each collocation point of the density profiles in composition space

along with the ternary phase diagram. The phase diagram consists of a critical point, a
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Figure 2: Plot of 1D volume-fraction profiles versus space of the (a) polymer, (b) non-solvent
and (c) solvent. Each plot contains five different profiles whose average concentrations are:
{φ̄p, φ̄n} = {0.1, 0.57} (orange), {0.1, 0.6} (purple), {0.1, 0.7} (green), {0.1, 0.8} (blue),
{0.1, 0.87} (red). Panel (d) gives a ternary phase diagram for χ = 0.912 and N = 50. The
solid line indicates the binodal, the dashed line indicates the spinodal and the filled square
indicates the plait point.

binodal and a spinodal at χ = 0.912 and N = 50, and is calculated numerically as outlined

in the Supplemental Information. The multi-fluid model density profiles are obtained for the

same χ and N , with κ = 12 and with average concentrations of {φ̄p, φ̄n} = {0.1, 0.57}, {0.1,

0.6}, {0.1, 0.7}, {0.1, 0.8}, {0.1, 0.87}. As is evident from Figure 2(d), the concentrations

of φp and φn in the final domains are in excellent agreement with the phase diagram. This

agreement holds across the range of concentrations in the figure for both weakly and strongly

segregated domains.
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In addition to the domain size and the equilibrium concentration, the width of the inter-

faces in the concentration profiles in Figure 2 are also variable. The interfacial width was

calculated using the definition

li =

∣∣∣∣∣φβi − φαi∂φ/∂x

∣∣∣∣∣ (51)

where φγi is the volume fraction of component i in the γ phase, and the spatial deriva-

tive ∂φ/∂x is evaluated using a pseudo-spectral derivative at the midpoint of the interface.

Qualitatively, we observe that the interfacial width is sharper as the distance from the plait

point increases, and that the interface is asymmetric — being noticeably sharper near the

polymer-lean phase than the polymer-rich phase. To gain insight into the behavior of the

interfaces, we explore two possible theories.

The first is an adaptation of a strong-segregation theory by Broseta et al. for a binary

polymer blend63 to our model of a ternary polymer solution. Leaving the details of the

derivation to the Supplemental Information, the theory predicts a characteristic width

l = l∞

[
1− 2 ln 2

(
1

χN(1− φ̄s)
+

1

χ(1− φ̄s)

)

− 2

χ(1− φ̄s)

(
1

N
− 1

)
+ . . .

]−1/2 (52)

where

l∞ =
1

2

(
κ

χ

)1/2

(53)

is the leading-order width for asymptotic strong segregation and φ̄s is the average solvent

concentration in the system.

Eq. 52 provides an intuitive and seemingly plausible explanation for interfaces. The

width, l, depends mainly on two parameters: the gradient coefficient, κ, which widens inter-

faces at large values and the interaction strength, χ, which narrows them when it is large.

Finite polymer lengths and the average polymer concentration, φ̄s introduce important cor-

rections to l∞, which converge relatively slowly.
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The second theory is a weak-segregation theory that can be simply derived from scaling

arguments from critical phenomena. Near the critical point, the interfacial width must scale

as,

l ∼ l∞ (χ∗)−ν (54)

where

χ∗ =
χ− χc
χc

(55)

is a reduced Flory parameter, and ν = 1/2 is the mean-field exponent.

To predict the interfacial width using Eq. 54, one needs to obtain a value for χc. For a

given system with average concentrations {φ̄p, φ̄n}, χc corresponds to the value of the lowest

χ where phase separation occurs at a fixed solvent volume fraction. Note that this does not

correspond to the plait point on a fixed-χ ternary phase diagram.

To illustrate this distinction, Figure 3(a) shows the spinodal envelope for an example

polymer (N = 30), the critical line that lies along the spinodal envelope and a plane that

intersects both of these curves at χ = 1.4. The plait point in a ternary diagram occurs

where the critical line intersects with the plane of constant χ. The value of χc to be used in

Eq. 55 is found by the intersection of a slice at constant φs that passes through {φp, φn} and

the critical line. We calculate χc numerically, using methods described in the Supplemental

Information.

Table 2: Parameters used to obtain the data in Figure 3(b). χbc = 1
2

(
1√
N

+ 1
)2

, the critical

point for a binary solution of polymer and non-solvent.

N κ χ/χbc
1 1 {1.2, 1.4, 1.6}
2 2 1.4
5 {2, 4} 1.4
10 {1, 2, 4} 1.4
20 {1, 4, 8} {1.2, 1.4, 1.6}
50 {10, 12, 15, 20, 30} {1.4, 1.6}
80 {15, 20, 30, 40} {1.2, 1.4, 1.6}
100 {20, 30, 40} {1.2, 1.4, 1.6}
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Figure 3: (a) Plot of the spinodal (orange), critical line (red) and a plane of χ = 1.4 for a
polymer with N = 30. (b) Plot of the scaled interfacial width (l/l∞) versus reduced Flory
parameter (χ∗) for variable N , κ and χ. The solid line is a fit to the data with slope 1/2.
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Armed with both theories, Figure 3(b) shows the interfacial width obtained from sim-

ulating equilibrium configurations for a number of different N , κ and χ given in Table 2.

The equilibrium configurations were obtained by the same process described above for Fig-

ure 2. The data in Figure 3(b) collapse completely to a universal (N -independent) power-law

with exponent −1/2, clearly favoring the scaling theory. By contrast, the perturbation the-

ory predicts that different values of N will not collapse, violating the observed behavior in

Figure 3(b).

Upon inspection of the data it is likely that the disagreement with the perturbation

theory is at least in part due to the low value of χ∗ and the moderate values of N , which is

far from the strong-segregation limit. (Note however that χ∗ � 1 does not necessarily imply

that χ � 1. Indeed this is not the case for many of the data points in the figure.) Further

evidence that a small χ may explain the disagreement with the strong segregation theory

comes from the observed deviation of the data from the −1/2 exponent at the largest values

of χ∗. Unfortunately, we are unable to stabilize the calculation to high enough values of χ∗

to test the possibility that the perturbation theory becomes valid in this range.

Also, unlike the scaling theory, the perturbation theory assumes that the solvent parti-

tions equally between both phases. This assumption is clearly violated by the asymmetric

system, as is evident in Figure 2.

There is one more intriguing possibility, suggested by the correspondence of the func-

tional forms of Eq. 52 and Eq. 54. Expanding (χ− χc)/χc at high segregation-strength and

substituting the resulting expression into Eq. 54 gives an equation very similar to Eq. 52,

but with some missing terms. This suggests that it may be possible that both theories

correspond in some region of the parameter space (e.g. when χ ∼ O(1) and N � 1).

Kinetics

The Doi-Onuki formalism predicts a mutual diffusion coefficient matrix from the friction co-

efficients and the free energy functional, and assures that our model obeys Onsager relations.
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Note that the formalism is not limited to the simple friction coefficients that we employed

in our derivation. However, when using a more complicated set of friction coefficients, one

must be cognizant of the resulting stress division between the components. This issue is

especially critical for two-fluid models with viscoelasticity.52,64

Many authors have worked on theories of mutual diffusion coefficients of polymer so-

lutions65 and blends66 with the goal of obtaining quantitatively accurate predictions that

match experimental data. As we discussed with the Flory–Huggins terms used in the free

energy, we do not expect our model to quantitatively match experimental data without ad-

ditional model complexity and careful parameter fitting. Furthermore, we caution that our

model is very simple, and we are omitting physics that becomes important at large poly-

mer concentration. However, we do expect our approach to yield qualitatively reasonable

dynamics in the dilute polymer limit.

The Fickian diffusion matrix of the multi-fluid model is given by the product of the

mobility and Hessian matrices,

Dik =

p,n∑
j,k

MijHjk. (56)

Specifically, for the incompressible ternary system, the components of the mutual diffusion

matrix are:

Dpp =
kBT

ζ0

[
1− φp
Np

+
φp
Ns

− 2φp(1− φp)χps − φnφpχpns
]

(57a)

Dpn =
kBT

ζ0

[
φp
Ns

− φp
Nn

+ 2φnφpχns + φp(1− φp)χpns
]

(57b)

Dnp =
kBT

ζ0

[
φn
Ns

− φn
Np

+ 2φnφpχps + φn(1− φn)χpns

]
(57c)

Dnn =
kBT

ζ0

[
1− φn
Nn

+
φn
Ns

− 2φn(1− φn)χns − φnφpχpns
]

. (57d)

From Equation 57 we recover Rouse diffusion in the dilute polymer limit,

lim
φp→0

Dpp =
kBT

ζ0Np

(58)
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lim
φp→0

Dpn = 0 (59)

and simple monomer diffusion in the dilute non-solvent limit,

lim
φn→0

Dnn =
kBT

ζ0Nn

(60)

lim
φn→0

Dnp = 0 (61)

Figure 4 shows the four components of the mutual diffusion coefficient for pseudo-binary

parameters N = 50 and variable χ at a constant solvent concentration. (Recall χ = χpn,

χps = χns = 0). In Figure 4, we set φs = 0.1, but the qualitative behavior is similar for any

value of φs.

When χ = 0, terms that precede polymer concentration gradients (Dpp and Dnp) depend

linearly on concentration. Diffusion coefficients that precede non-solvent gradients (Dpn and

Dnn) are constants.

At finite χ the quadratic terms in Equations 57a–57d are negative for the diagonal compo-

nents (Dpp and Dnn), decreasing the diffusivity at intermediate concentrations. By contrast,

the quadratic terms in the off-diagonal components (Dpn and Dnp) are positive. This differ-

ence has important implications for the behavior of the model, since — at a large enough χ

— the off-diagonal terms can dominate diffusion at intermediate concentrations. This could

play an important role in the dynamics of phase-separated systems (e.g. late-stage coarsen-

ing), where the bulk diffusion of polymer-rich and non-solvent-rich phases is slow, but the

diffusion at interfaces is not.

When χ is sufficiently large, the diagonal components become negative. Negative diffu-

sion coefficients are of course possible because the system undergoes phase separation under

such conditions. One should note that because there is no stochastic element to our equa-

tions of motion, the system is unable to overcome nucleation barriers by thermal fluctuation.

Therefore spinodal decomposition is the only spontaneous phase separation mechanism pos-
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Figure 4: The components of the mutual diffusion coefficient versus φp for N = 50 at constant
φs = 0.1 and χ = {0, 1.25, 2.5, 3.75, 5} (blue to green). Diffusion coefficients are scaled by
the monomer diffusion, D0 = kBT/ζ0.

sible when quenching a nearly homogeneous state (i.e., when the initial state contains no

inhomogeneities larger than the critical nucleus size).67

Spinodal decomposition kinetics are vitally important to membrane structure, and study-

ing them provides one of our primary motivations for the development of our model. For

example, the key assumption behind several important mass-transfer models of membrane

formation is that the phase separation process in a film with an inhomogeneous polymer dis-

tribution is responsible for the asymmetric pore structure of many membranes.9,10 While this

mechanism is popular and intuitive, it has not been rigorously tested. Analyzing the phase

separation kinetics as a function of homogeneous polymer and non-solvent concentration is

a first step towards a quantitative evaluation of this assumption.

For the moment, we focus our attention on the spinodal decomposition kinetics of a bulk

ternary polymer solution. A great deal is already known about the kinetics of bulk spinodal

decomposition. Binary systems have been widely studied (e.g.68), and there are already

several computational studies of ternary systems, including ternary polymer solutions.12,69,70

We begin our study of the spinodal decomposition kinetics with a linear stability analysis

(LSA) of the diffusion equation in Eq. 18. Leaving the details of the derivation to the Sup-

plemental Information, the LSA reveals that at short times, the thermodynamic instability
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is characterized by exponential growth of an eigenmode ψ,

δψ(q, t) = exp[λ+(q)t] (62)

where λ+ is a wave-vector dependent eigenvalue of the diffusion equation. The exponential

growth is dominated by the largest, fastest-growing mode, qm, which proceeds at a rate

λm = λ+(qm).

For the general set of model parameters described above, both qm and λm must be

calculated numerically. However, the pertinent trends can be captured if one assumes a

scalar mobility, Mij = Mδij, and square-gradient coefficient, Kij = κδij. In this case, the

fastest growing mode reduces to a function of the thermodynamic parameters alone,

q2
m =

1

4κ

[
−
(
H̄pp + H̄nn

)
+

√(
H̄pp − H̄nn

)2
+ 4H̄pnH̄np

] (63)

where H̄ij are the components of the Hessian matrix in Eq. 23 evaluated at the average

concentration. The spinodal decomposition rate is given by,

λm = Mκq4
m. (64)

Figure 5 shows the magnitude of qm as a density plot on a ternary phase diagram using the

pseudo-binary parameters introduced previously. Figure 5 shows that near the boundaries

of the spinodal, qm goes to zero, meaning the early-time demixing characteristic domain size,

2π/qm, diverges. Conversely, for quenches deep into the spinodal, qm is large, resulting in

small early-time domains.

These results have important ramifications for membrane formation, giving support to the

hypothesis that an inhomogeneous polymer film can lead to asymmetric membranes. Indeed,
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Figure 5: Magnitude of the fastest growing mode (in units of R−1) overlaid on the ternary
phase diagram using pseudo-binary model parameters (N = 50, χ = 0.912, κ = 12). For
clarity, the binodal curve is omitted from the phase diagram.

according to Figure 5, if the polymer layer develops inhomogeneities before demixing, then

regions of the film with concentrations near the edge of the spinodal should decompose into

large domains, and regions that are deeply quenched should give rise to small domains. This

intuition agrees with the asymmetry observed in membranes; smaller pores are formed near

the non-solvent/polymer interface, where the quench is presumed to be deeper.

The story gets more complicated however when we consider the rate of decomposition.

The rate, λm, is proportional to q4
m, and therefore deeper quenches demix much faster than

shallow ones. As a consequence, smaller domains may de-mix and coarsen before large

domains can de-mix, promoting more symmetric systems. Because both effects are counter-

posed, it is not obvious from the LSA whether symmetry or asymmetry will prevail.

While the linear analysis cannot capture the effects of coarsening, our numerical methods

can. Therefore, we performed simulations of 2D systems at various uniform average initial

concentrations undergoing spinodal demixing and coarsening both with and without hydro-

dynamics. (The initial conditions were purturbed by a small amount of uniformly distributed

random noise with amplitude ε = 10−2 to initiate the decomposition.) While it is trivially

possible with our methods to do 3D calculations, we chose to work in 2D because we have

access to larger simulation cells due to memory constraints. Admittedly, some of the details

33



of the dynamics will differ because of the dimensionality, but two dimensions are adequate

for a first characterization of the model and numerical methods.

For the calculations that follow, we use the pseudo-binary model parameters described

previously and calculate a characteristic domain size by examining the first moment of the

normalized polymer structure factor,24,71

〈q〉 =

∑
q q sp(q, t)∑
q sp(q, t)

(65)

where the structure factor

sp(q, t) =
1∫
dΩ

∫
dΩF

[
gp(r, t)

gp(0, t)

]
(66)

is given by the Fourier transform of the polymer density correlation function,

gp(r, t) =

〈∫
dr′
[
φp(r + r′, t)φp(r

′, t)− 〈φp〉2
]〉

(67)

averaged over the solid angles dΩ of q with q ≡ |q|.

Figure 6 shows the characteristic polymer domain size versus time for three systems with

different average concentrations inside the spinodal, where hydrodynamic effects are omitted

from the simulation. Figure 6(a) shows the raw domain size versus time, whereas Figure 6(b)

shows the same data, with the ordinate normalized by qm and the abscissa normalized by

λm. There are two distinct regimes. At early times, the domain size grows and approaches

a steady value. This early-time regime is the linear regime, and quantitatively matches

the prediction of the LSA. The quantitative agreement can be seen by observing that the

different early-time domain sizes that are apparent in Figure 6(a), collapse to a single curve

in Figure 6(b) when q and t are normalized by the values predicted by the LSA. Indeed, the

scaled domain size at early times collapses to qm/〈q〉 ≈ 1, and the inflection point marking

the regime change occurs at λmt ≈ 1 when we use a value of M = 1 for the scalar mobility.
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Figure 6: (a) The characteristic domain size, 2π/〈q〉, obtained from the first moment of the
polymer structure factor for an isotropic ternary mixture undergoing spinodal decomposition
for N = 20, κ = 2 and χ = 0.973. The inset shows the average concentrations of each of the
three curves overlaid on the ternary phase diagram: {φp, φn} = {0.3, 0.55} (red squares),
{0.3, 0.60} (blue circles), {0.3, 0.65} (green triangles). (b) Same data as panel above,
normalized by qm from Eq. 63 and λm from Eq. 64 (with M = 1).
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(This choice of the mobility reflects the fact that we have non-solvent droplets in majority

polymer domains, and the dilute solution diffusivity is equal to the monomer diffusivity.)

At late times, we cross over to a coarsening regime with domains that grow according to a

power law 〈q〉−1 ∼ tn. A fit to the data yields an effective coarsening exponent of n = 0.289.

Coarsening behavior (i.e. Ostwald ripening) is of course not described by the LSA, but by

the theory of Lifshitz, Slyozov and Wagner (LSW).72,73 Our observation of a power-law is

consistent with the theory, but our observed exponent is clearly less than the 1/3 predicted

by LSW.

The minor apparent disagreement with the LSW theory is not surprising, and can be

readily explained. The theory is strictly valid only at long times and in the limit of a

dilute minority species with spherical droplets.72–74 The data in Figure 6 do not satisfy

these conditions, which in fact can be difficult to reach computationally. Accordingly, many

other computational studies of purely diffusive coarsening have observed an effective scaling

exponent less than 1/3. For instance, simulations of symmetric systems at the critical com-

position with a concentration-dependent mobility are observed to give an exponent equal

to 1/4,24,75 demonstrating the dominance of surface diffusion over bulk diffusion.76,77 Ad-

ditionally, coarsening rates for systems with a concentration-dependent mobility away from

the critical composition, are consistently reported with exponents less than 1/3.71,78–83 Since

surface diffusion cannot be invoked as a mechanism in the latter case, it is widely believed

that slow bulk diffusion is responsible for a protracted transition to the long-time behavior.

Our data, which comes from an asymmetric system and consists of non-solvent droplets in

a polymer matrix, has a coarsening exponent (n = 0.289) which is consistent with literature

values for off-critical mixtures. Visual inspection of the volume fraction profiles provides

qualitative evidence that bulk diffusion is indeed slow, supporting the prevailing view. Plots

of the scaled structure factor are provided in Figure S1 of the Supplemental Information

showing that dynamic scaling is obeyed at long times, giving further evidence that the

results contained in Figure 6 are not simulation artifacts.

36



(a)

10−1

100

101

10−3 10−2 10−1 100 101 102 103 104

1

1

1
2

sc
al
ed

do
m
ai
n
si
ze
,q

m
/
〈q
〉

scaled simulation time, λmt

diffusion only
with hydrodynamics

(b)

1
Figure 7: (a) The scaled domain size versus scaled time for an isotropic ternary mixture
undergoing spinodal decomposition with hydrodynamics (open symbols) and without hydro-
dynamics (closed symbols) for the same parameters and compositions as Figure 6. Scaling
laws of t1 and t1/2 are given for comparison. (b) Real space plots of the polymer volume
fraction (upper half) and velocity fields (lower half) for a section of each of the three com-
positions at the time indicated by the gray bar in panel (a). The color bar scale is the same
for both the density and velocity plots.
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The inclusion of hydrodynamic effects adds additional complexity to the bulk spinodal

demixing kinetics, as shown in Figure 7. For simplicity, the mixture viscosity is fixed to a

constant value equal to the reference viscosity, which is chosen to be the viscosity of the

solvent. Figure 7(a) gives the scaled domain size versus the scaled simulation time for the

same compositions shown in Figure 6. Again, the early-time linear demixing regime agrees

between all cases when appropriately scaled.

The late-stage coarsening behavior is more interesting. For the system with the smallest

volume fraction of the non-solvent minority phase, the domain size in the calculation with

hydrodynamics closely mirrors the domain sizes obtained without hydrodynamics. However,

with an increasing volume fraction of the minority phase, the domain size at intermediate

times begins to diverge from the data describing diffusive coarsening. Finally, at late times,

there is no effect due to hydrodynamics, and the data again fall onto a universal curve with

the same exponent seen in Figure 6.

The cause of this deviation can be seen by looking at Figure 7(b), which shows a portion

of the morphology and velocity field for each composition at the first time-point immediately

following the transition to coarsening. For the system with the smallest non-solvent volume

fraction, the non-solvent droplets are almost perfectly circular, and there is very little flow.

By contrast, the system with the largest non-solvent volume fraction has more elongated

domains and a significant flow field.

These observations are consistent with Siggia’s hydrodynamic coarsening mechanism,

where interfacial tension in non-spherical domains drives flow to give a coarsening rate of

〈q〉−1 ∼ t.52,84–86 Indeed, while the regime in these examples is quite short in duration, the

initial coarsening exponent for the simulation with the largest non-solvent volume fraction

is consistent with a scaling exponent of 1. Additionally, the surface tension-driven flows

that cause coarsening in Siggia’s mechanism are only possible for non-spherical domains,52

which matches our observation of the morphology and velocity fields in Figure 7(b). Because

Siggia’s mechanism only applies to non-spherical geometries, one typically associates it with
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a bi-continuous system, which can maintain non-spherical domains indefinitely. Interestingly,

our simulations show that the mechanism still applies to a droplet morphology, but the effect

is transient.

San Miguel has argued that Siggia’s mechanism is not valid in two dimensions, and that

there should be instead a coarsening rate proportional to t1/2 associated with either interfacial

diffusion or droplet coarsening.87 We see no evidence of a 1/2 scaling exponent, but in defense

of San Miguel’s arguments we have neither a bi-continuous morphology to enable interfacial

diffusion nor thermal noise to permit coalescence of the droplets by the Brownian diffusion.

In a simulation of a symmetric, binary system with an FHG functional and hydrodynamics,

Chen and Chakrabarti report coarsening rates consistent with the 1/2 scaling exponent at

the critical composition, but report greater than 1/2 scaling at intermediate times off the

critical axis.88 These latter results off the critical composition are qualitatively similar to

ours, with domains sizes that approach the LS scaling at long times.

The convergence of bulk coarsening rates at late times in Figures 6 and 7 suggests that

coarsening will counteract concentration gradients and promote symmetric domain sizes in

a NIPS process. This is a consequence of the fact that there is only a single length scale

(the domain size) and that diffusion dominates at long times. Thus, a deeply-quenched

system that initially forms small domains quickly coarsens by the same diffusive mechanisms

that cause a system at a shallow quench to form large domains. This does not, of course,

prove that an initially inhomogeneous film is unimportant in the generation of asymmetric

membranes. Rather, it shows that the formation mechanism of an asymmetric membrane

must depend on more phenomena than diffusion and constant viscosity hydrodynamics.

The phase-field model we have defined in this manuscript is sufficiently general that we

may yet gain more insight from bulk coarsening behavior into this formation mechanism. We

anticipate that morphologies spanning from majority non-solvent to majority polymer will

coarsen at different rates due to the contrast in mobilities and viscosities, which may have

important consequences for the formation mechanism of asymmetric membranes. However,

39



the bulk coarsening phenomena defined by our ternary model is significantly more complex

than we have space to explore here and warrants a separate study.

To conclude our preliminary investigation of the kinetics of the multi-fluid model, we

examine a quench into the spinodal near a polymer solution/non-solvent interface. To simu-

late an interface between the non-solvent bath and polymer solution with periodic boundary

conditions we use an initial condition that (i) is symmetric across the midpoint in the y-

direction to give a no-flux boundary condition from symmetry and (ii) has a (rounded-off)

step in concentration creating an interface between a polymer solution in the inner region

and a non-solvent bath in the outer region.

For this example, the polymer solution is initialized with a volume fraction already inside

the spinodal region (again with a small amount of noise). For comparison purposes, the

model parameters and initial condition of the polymer solution are the same as those in the

bulk study. However, unlike the bulk study, mass transfer immediately begins exchanging

solvent in the film with non-solvent in the bath. Clearly in a true NIPS process, the polymer

solution does not begin in the spinodal, but is instead driven there inhomogeneously by mass

transfer.10 However, this process is non-trivial, and we set it aside as future work.

Figure 8 shows the evolution of the non-solvent volume fraction where the lower (sym-

metric) half of the plot and a portion of the non-solvent bath has been omitted. Figure 8

also shows the velocity vector field at t = 50.

The introduction of an interface breaks the symmetry of the system, leading to a surface-

directed spinodal decomposition (SDSD) process.89,90 The signature spinodal wave of SDSD

can be clearly seen in Figure 8(a)-(c) propagating from the interface into the bulk of the

film. As predicted by Ball and Essery, and in harmony with our LSA for the bulk system,

both the speed of the wave front and the domain size depend on the quench depth. This can

be qualitatively confirmed by inspection of Figure 8, where the quench depth of c > b > a.

Thus the wave front velocity of c > b > a as shown for all compositions at t = 25 and

the initial domain size of a > b > c as seen by comparing composition (b) at t = 75 and
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t=0 t=25 t=50 t=75 t=100 t=50

(a)

(b)

(c)

Figure 8: Spinodal decomposition near a polymer solution/non-solvent bath interface for
N = 20, κ = 2 and χ = 0.973. The density plots on the left show the non-solvent volume
fraction for t = {0, 25, 50, 75, 100}. The velocity field for t = 50 is shown on the right.
The outer concentration is essentially pure non-solvent: φp = 0.01, φn = 0.98. The inner
concentration is: {φp, φn} = {0.3, 0.55} (a), {0.3, 0.60} (b), {0.3, 0.65} (c). The symmetric
bottom half and a portion of the non-solvent bath has been cut from the figure for clarity.
(The simulation box contains 256× 1024 collocation points).
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composition (c) at t = 25. Interestingly, the influence of the surface only propagates a finite

distance into the film, and bulk spinodal decomposition is observed away from the interface

at a time slightly delayed relative to the SDSD wave propagation. The finite propagation

distance of this wave is certainly a consequence of the competition between the demixing

rate of the bulk of the film (which is initialized in the unstable region) and the demixing due

to the spinodal wave induced by the presence of the interface.

One of our primary interests is the generation of asymmetric structures. At early times,

the structure is clearly non-uniform due to the SDSD process. In fact, an early-time mor-

phology similar to Figure 8(c) at t = 25 has been observed in a phase-field model by Zhou

and Powell, who claim that such structures compare favorably to experimental micrographs

of asymmetric membranes.12 There are several criticisms one can make of this claim, namely

that the apparent agreement between simulation and micrograph is actually rather poor,

the length scales of the simulation and experimental features are very different and that the

morphology was obtained by an unphysical quench into the spinodal.

Furthermore, from the longer time morphologies in Figure 8, it appears that simply the

presence of an interface with a non-solvent bath does not create any lasting asymmetric

domain sizes. As was the case in the bulk, the key principle to returning to uniform domain

sizes is again the rapidity of coarsening. For instance, in Figure 8(b) we observe at t = 75

that the initial SDSD wave has already begun to coarsen, and that the domains near the

film/bath interface are larger than those deeper in the bulk-like region. This is actually an

inverted domain size gradient to what is observed in asymmetric membrane formation —

large domains near the interface and small domains in the bulk. However, by t = 100 the

entire film has had sufficient time to coarsen, and the domains are practically uniform (except

for one large domain that remains). The more deeply quenched and rapidly developing case

in Figure 8(c) confirms that the domains are indeed uniform at long times. Thus to truly

understand the origin of pore gradients, it seems that we will likely need to understand

the coarsening process and how it can be arrested either by viscosity and mobility contrast
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among phases or possibly viscoelasticity.

Finally, we note an interesting phenomenon that can be seen in the non-solvent density

plot and velocity vector plot in Figure 8 at t = 50. Once spinodal decomposition is underway,

hydrodynamic flows perturb the film/bath interface, causing it to transiently roughen before

settling to a new smooth profile at long times. The origin of this roughening appears to

be surface-tension induced flow, similar to Siggia’s hydrodynamic coarsening mechanism.

Experiments on the spinodal decomposition of thin-films of isotopic polymer blends have

shown a similar transient roughening that is attributed to hydrodynamic flow,91 and Zhou

and Powell also noted the impact of hydrodynamic flows on the near-surface morphology in

their phase-field simulations.12 A full exploration of this effect and its relation to membrane

morphologies is deferred to later work.

Summary and Conclusion

We have presented a multi-fluid model of a ternary polymer solution with the goal of better

understanding the formation of microstructure in polymer membranes. Using a formalism

introduced by Doi and Onuki,1 we developed a model rigorously founded on fundamental

polymer thermodynamics with mobility coefficients that obey Onsager relations. We pre-

sented an efficient pseudo-spectral method for both the diffusion and momentum equations.

The diffusion equation is solved using a semi-implicit scheme to overcome the numerical

stiffness associated with higher-order derivatives in the diffusion equation. The inertia-less

momentum equation is solved by a method that we developed with the capability of treating

variable-viscosity fluids. Applying these methods on modern compute hardware, we are able

to access systems with micron length scales and millisecond time scales with relative ease.

Following the model and method development, we characterized the thermodynamic and

kinetic properties of the model. The equilibrium concentrations give excellent agreement with

the related ternary phase diagram, and the interfaces show behavior consistent with mean-
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field behavior in the vicinity of the critical point. The Fickian mutual diffusion coefficients

are consistent with the self-diffusion coefficients in the requisite limits, and — as one would

expect — are sensitive to the thermodynamic parameters.

We also examined the kinetics of spinodal decomposition by performing both a linear

stability analysis and full two-dimensional numerical simulations. Using the linear stability

analysis, we show that there is a single length scale (2π/qm) and a single time scale (1/λm)

that characterize bulk demixing kinetics, which are in quantitative agreement with short-time

results from our numerical calculations. Long-time coarsening kinetics for a purely diffusive

model give an effective scaling exponent of n = 0.289, lower than the 1/3 predicted by

Lifshitz, Slyozov and Wagner, but consistent with scaling exponents reported in the literature

for off-critical mixtures with slow bulk diffusion. When hydrodynamics are included, a scaling

exponent of 1 is observed, which is consistent with the mechanism proposed by Siggia.84

Regardless of whether or not hydrodynamics are included, long-time domain sizes converge

to a universal curve, indicating the tendency of the system to approach uniform domain

sizes.

In addition to bulk spinodal demixing kinetics, we briefly examined the spinodal de-

composition of a film in the presence of an interface with a non-solvent bath. We observe

behavior characteristic of surface-directed spinodal decomposition, and again confirm the

importance of coarsening on the morphology.

We look forward in future work to a more detailed study of late-stage coarsening kinetics

when there is a large contrast between the mobility and viscosity of polymer and non-

solvent phases, in an effort to understand how the pore structure of membranes “freeze.”

Additionally, we are interested in an investigation of the role that mass transfer plays in the

phase separation process, and we would also like to investigate the hydrodynamic mechanisms

that lead to an apparent surface roughness at the film/bath interface.
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Obtaining Transport Equations from the Rayleighian

In this section, we show how the Rayleighian specified in the main manuscript produces the

transport equations in Equations 18–21. Substituting Equations 11, 12 and 17 into Eq. 6

gives the fully specified Rayleighian for the ternary multi-fluid model,

R[{vi}] =

∫
dr

[ p,n,s∑
i

ζi
2

(vi − vm)2 +
1

2
σ(v) : ∇v

−p (∇ · v) +

p,n∑
i

φivi · ∇µi
]
.

(1)
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Component force balances are given by stationary values of the functional derivatives of the

Rayleighian (i.e., the Euler-Lagrange equations),

δR

δvi
=
∂R
∂vi
−∇ · ∂R

∂∇vi
= 0 (2)

where R is the integrand of the Rayleighian. Taking these functional derivatives and sub-

stituting Equations 4 and 14 to eliminate v and vm yields,

δR

δvp
=
ζpζn
ζ

(vp − vn) +
ζpζs
ζ

(vp − vs)− φp∇ · σ(v) + φp∇p+ φp∇µp (3)

δR

δvn
=
ζpζn
ζ

(vn − vp) +
ζnζs
ζ

(vn − vs)− φn∇ · σ(v) + φn∇p+ φn∇µn (4)

δR

δvs
=
ζpζs
ζ

(vs − vp) +
ζnζs
ζ

(vs − vn)− φs∇ · σ(v) + φs∇p. (5)

The total momentum equation is readily obtained by summing Equations 3 through 5,

0 = −∇p+∇ · σ(v) −
p,n∑
i

φi∇µi. (6)

This equation can be more compactly written by introducing the osmotic stress tensor,S1–S4

∇ ·Π =

p,n∑
i

φi∇µi (7)

which gives

0 = −∇p+∇ · σ(v) −∇ ·Π. (8)

Component diffusion equations can be obtained by combining Equations 3 through 5

with the conservation of mass expression in Eq. 2. We define the diffusive flux of component

i as,

ji = φi (v − vi) (9)
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which allows us to re-write Eq. 2 as,

∂φi
∂t

+ v · ∇φi = ∇ · ji. (10)

Substituting the definition of the friction coefficient from Eq. 15 into Equations 3–5 and

using the definition of diffusive flux gives,

jp = v0ζ
−1
0

[
−φp∇ · σ(v) + φp∇p+ φp∇µp

]
(11)

jn = v0ζ
−1
0

[
−φn∇ · σ(v) + φn∇p+ φn∇µn

]
(12)

js = −v0ζ
−1
0

[
φs∇ · σ(v) + φs∇p

]
(13)

To isolate the diffusive flux, we eliminate the pressure terms from Equations 11–13 by per-

forming the operations,

jp(φn + φs)− φp(jn + js) (14)

jn(φp + φs)− φn(jp + js) (15)

and use the fact that (i)

p,n,s∑
i

φi = 1 and (ii)

p,n,s∑
i

ji = 0. With these manipulations, Eq. 10

becomes,

∂φp
∂t

+ v · ∇φp =
v0

ζ0
∇ ·
[
φp(1− φp)∇µp − φpφn∇µn

]
(16)

∂φn
∂t

+ v · ∇φn =
v0

ζ0
∇ ·
[
− φpφn∇µp + φn(1− φn)∇µn

]
(17)

which are more compactly written matrix notation as

∂φi
∂t

+ v · ∇φi = ∇ ·

(
p,n∑
j=1

Mij∇µj

)
(18)
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where we have introduced the component mobility matrix

Mpp =
v0

ζ0
φp(1− φp) (19)

Mpn = Mnp = −v0

ζ0
φpφn (20)

Mnn =
v0

ζ0
φn(1− φn). (21)

The gradient of the chemical potential appears in both Equations 8 and 18. Taking the

requisite functional derivatives per the definition in Eq. 10 yields,

µi =
kBT

v0

(
∂f0
∂φi
− κi∇2φi

)
(22)

where ∂f0/∂φi is the derivative of the homogeneous free energy in Eq. 8 with respect to

volume fraction of component i. Taking the gradient and using the chain rule gives a chemical

potential gradient with explicit volume fraction terms,

∇µi =
kBT

v0

p,n∑
j

[
Hij∇φj −Kij∇∇2φj

]
(23)

where

Hpp = (Npφp)
−1 + (Nsφs)

−1 − 2χps (24)

Hpn = Hnp = (Nsφs)
−1 + χpn − χns − χps (25)

Hnn = (Nnφn)−1 + (Nsφs)
−1 − 2χns (26)

is the Hessian matrix, and

Kpp = κp (27)

Kpn = Knp = 0 (28)

S4



Table S1: Characteristic Scales

Scale Expression Description

R bN
1/2
r end-to-end distance of the reference polymer

τ N2
r ηrv0/kBT Rouse time of reference polymer

p∗ ηr/τ viscous stress scale

Knn = κn (29)

is the matrix of gradient coefficients. Substituting Eq. 23 into Equations 8 and 18 gives,

−∇p+∇ · σ(v) =
kBT

v0

p,n∑
i,j

φi
(
Hij∇φj −Kij∇∇2φj

)
(30)

∂φi
∂t

+ v · ∇φi =
kBT

v0

∇ ·

[
p,n∑
j,k

Mij

(
Hjk∇φk −Kjk∇∇2φk

)]
. (31)

With a fully specified model, we seek to write Equations 30 and 31 in dimensionless form.

We define the characteristic length scale to be

R = bN1/2
r (32)

the end-to-end distance of a reference polymer of length Nr. The characteristic time scale is

set to the Rouse time in a solution with a reference viscosity ηr,

τ =
N2
r ηrv0

kBT
(33)

and the characteristic pressure scale is set to be

p∗ = ηr/τ . (34)

These characteristic scales are summarized in Table S1.
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Using the definitions of R, τ and p∗, the momentum equation from Eq. 30 becomes,

−∇̃p̃+ ∇̃ · σ̃(v) =
kBT

v0

τ

ηr

p,n∑
i,j

φi

(
Hij∇̃φj −KijR

−2∇̃∇̃2φj

)
=Nr

p,n∑
i,j

φi

[
(NrHij)∇̃φj − (NrR

−2Kij)∇̃∇̃2φj

]
(35)

where ∇̃ = ∇R, p̃ = p/p∗ and σ̃(v) = σ(v)/p∗. Similarly, the diffusion equation becomes,

∂φi

∂t̃
+ ṽ · ∇̃φi =

kBT

v0

τ

R2
∇̃ ·

[
p,n∑
j,k

Mij

(
Hjk∇̃φk −R−2Kjk∇̃∇̃2φk

)]

=∇ ·

{
p,n∑
j,k

(
ηrb

−2Mij

) [
(NrHjk)∇φk −

(
NrR

−2Kjk

)
∇∇2φk

]}
(36)

where t̃ = t/τ , ṽ = vτ/R. The non-dimensionalization procedure suggests that we define

a dimensionless gradient coefficient κ̃i = NrR
−2κi, a dimensionless mobility matrix M̃ij =

ηrb
−2Mij and a re-scaled Hessian matrix H̃ij = NrHij, which appear in Equations 22–24.

Finally, note that the Peclet number, which would normally appear before the diffusion

term in Eq. 36 is equal to unity. This is a consequence of the fact that all of the convec-

tive flows in the system are internally generated. If there had been boundary conditions

prescribing alternate length and time scales, it would have been possible to obtain Pe 6= 1.

However, the capillary number does appear in Eq. 35. Here there are two energy scales;

surface energy is characterized by kBT and viscous energy by ηrR
3/τ . This means that the

capillary number

Ca = N−1
r (37)

is fixed by the reference degree of polymerization and is a consequence of the way that the

surface forces and viscous forces scale with the reference length scale. At the monomer length

scale, Nr = Ns ≈ 1 and Ca ≈ 1. However, zooming out to the scale of the polymer radius of

gyration, Nr = Np, Ca = N−1
p and the surface tension forces are much stronger.
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Ternary Phase Diagram

For fixed Ni and χij, the homogeneous free energy in Eq. 8 can be used to produce a ternary

phase diagram consisting of (i) a binodal, (ii) a spinodal and (iii) a critical point.

The binodal curve is typically obtained by equating the chemical potentials of each species

in both phases. Because f0 is an intrinsic quantity, it is convenient to use an equivalent

formalism where we equate the exchange chemical potentials

µi =
∂f0
∂φi

(38)

and the osmotic pressure

Π = f0 −
∑
i

φiµi (39)

in each phase.S5 Substituting Eq. 8 into Equations 38 and 39 and assuming pseudo-binary

parameters, gives

1

N
ln

(
φαp

φβp

)
− ln

(
1− φαp − φαn
1− φβp − φβn

)
+ χ

(
φαn − φβn

)
= 0 (40)

ln

(
φαn

φβn

)
− ln

(
1− φαp − φαn
1− φβp − φβn

)
+ χ

(
φαp − φβp

)
= 0 (41)

ln

(
1− φαp − φαn
1− φβp − φβn

)
+
(
φαp − φβp

)(
1− 1

N

)
− χ

(
φαpφ

α
n − φβpφβn

)
= 0 (42)

With four unknowns (φαp , φαn, φβp , φβn), these three equations define the binodal curve in

composition space for a given χ and N .

The spinodal is calculated by setting the determinant of the Hessian matrix in Eq. 23 to

zero,

Z ≡

∣∣∣∣∣∣∣
Hpp Hnn

Hpn Hnp

∣∣∣∣∣∣∣ = 0 (43)
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and the critical point is given when both Eq. 43 and

∣∣∣∣∣∣∣∣
∂Z

∂φp
Hnn

∂Z

∂φn
Hnp

∣∣∣∣∣∣∣∣ = 0 (44)

are satisfied.S6–S8 Both equations are straightforward to generate, but too long to conve-

niently reproduce here.

Without further approximation, the solution to all three equations require numerical

methods. For this paper, we compute the phase diagram using a custom code in Python.

We find the critical point by simultaneously solving Equations 43 and 44. We then solve

Eq. 43 from φs = 0 to the critical point, resolving the two branches of the spinodal. Finally,

we compute the two branches of the binodals by first computing the phase co-existence point

for a binary system (φs = 0), and then solve Eq. 40- 42 marching φαp from the polymer-rich

solution of the binary problem to the critical point. Unlike Yilmaz and McHugh,S7 we

did not need to resort to a least-squares method to avoid the trivial solution. Rather,

we used scipy’s optimize.fsolve() function with an analytical Jacobian and a first-order

continuation method to obtain initial guesses.

Theory of a 1D interface

The concentration profiles for our model can be found by minimizing the interfacial free

energy,

γ[φp, φn] = F [φp, φn]− kBT

V

∫
dr feq(φp, φn) (45)

of a two phase system where the α-phase {φαp , φαn} at the left boundary, x = −∞, is in

equilibrium with the β-phase {φβp , φβn} at the right boundary, x = ∞. F [φp, φn] is the free
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energy functional given in Eq. 7 and

feq(φp, φn) = f0(φ
α
p , φ

α
n) + (φp − φαp )µp(φ

α
p , φ

α
n) + (φn − φαn)µn(φαp , φ

α
n) (46)

is the equilibrium free energy absent any interfaces. Note that the choice of the α-phase for

Eq. 46 is arbitrary and the µi that appear are the exchange chemical potentials.

There are two barriers to obtaining analytical results for the interfacial profiles described

by Eq. 45. The first is that γ[φp, φn] describes the profiles of both φp(r) and φn(r), requiring

a simultaneous solution to two Euler-Lagrange equations. To avoid this, we assume that

the solvent concentration is constant, φs ≈ φ̄s, making the model truly binary (φ = φp,

φn = 1 − φ − φ̄s). In general, the solvent concentration is not truly constant between both

phases, since the solvent may partition unequally as well as concentrate at the polymer/non-

solvent interface. However, this effect is small enough to neglect in the strong segregation

limit, which we justify below.

Assuming a binary system, and using the notation for the pseudo-binary parameters

given above, we re-write Eq. 45 for a 1D interface as,

γ[φ] =
kBT

b2

∫
dx

b

[
∆f(φ) +K(φ̇)

]
(47)

where

∆f(φ) = f0(φ)− f0(φα)− (φ− φα)µ(φα) (48)

K(φ̇) = κ φ̇2 (49)

and

f0(φ) =
φ

N
lnφ+

(
1− φ− φ̄s

)
ln
(
1− φ− φ̄s

)
+ φ̄s ln φ̄s + χφ

(
1− φ− φ̄s

)
(50)
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with µ = ∂f0/∂φ. Eq. 47 has a Lagrangian form, which immediately implies that

φ̇(x) =

[
∆f(φ)

κ

]1/2
(51)

The second barrier to progress is the appearance of logarithmic terms in Eq. 50. To

surmount this barrier, we assume that the phases are strongly segregated (χ � 1 and

N � 1) and use perturbation theory.S5 Expanding f0(φ) in this limit allows us to find the

equilibrium concentrations, φα and φβ. Equating exchange chemical potentials, µα = µβ,

and osmotic pressures, Πα = Πβ, for the pseudo-binary model in both phases gives,

1

χN
ln

(
ϕα

ϕβ

)
− 1

χ
ln

(
1− ϕα

1− ϕβ

)
− 2

(
1− φ̄s

) (
ϕα − ϕβ

)
= 0 (52)

1

χ
ln

(
1− ϕα

1− ϕβ

)
+
(
ϕα − ϕβ

)( 1

χ
− 1

χN

)
+
(
1− φ̄s

) [
(ϕα)2 − (ϕβ)2

]
= 0 (53)

where we have introduced the reduced volume fraction

ϕν = φν/
(
1− φ̄s

)
(54)

such that ϕ ∈ [0, 1] for ν ∈ [α, β].

Assuming that ϕα ≈ εα and ϕβ ≈ 1− εβ, Eq. 52 and Eq. 53 reduce to,

1

χN

(
ln εα + εβ

)
+

1

χ

(
εα + ln εβ

)
− 2

(
1− φ̄s

) (
εα + εβ − 1

)
= 0 (55)

− 1

χ

(
εα + ln εβ

)
+
(
εα + εβ − 1

)( 1

χ
− 1

χN

)
+
(
1− φ̄s

) [
(εα)2 − (1− εβ)2

]
= 0 (56)

where we have used the Taylor expansion ln(1 − ε) ≈ −ε when appropriate. The largest

term in Eq. 55–56 are of O(ln ε), so we can neglect terms of O(ε). Doing so and re-arranging
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gives,

εα = exp
[
−χN(1− φ̄s)

]
(57)

εβ = exp
[
−χ(1− φ̄s)

]
(58)

to leading order when χ � 1 and N � 1. It can be shown using a similar perturbation

expansion of the phase equilibrium equations for the full ternary model, that the solvent

concentration is constant at O(ln ε), justifying the pseudo-binary assumption.

Fully solving Eq. 51 for the interfacial profile requires numerical methods, but, we can

obtain an expression for the interfacial width regardless. A characteristic interfacial width

can be defined as,S5,S9

l =
φβ − φα

φ̇(x = 0)
(59)

where we can substitute the right hand side of Eq. 51 for φ̇. Doing so requires an expression

for ∆f0, which can be obtained by combining Eq. 48 and Eq. 50,

∆f0(φ) =
φ

N
ln

(
φ

φα

)
+ (1− φ− φ̄s) ln

(
1− φ− φ̄s
1− φα − φ̄s

)
+

(
1− 1

N

)
(φ− φα)− χ (φ− φα)2 (60)

Assuming that ϕ = 1/2 at x = 0, and using the binodal curves described by Equations 57

and 58 gives the width in Eq. 52, where terms smaller than O( 1
χ
) and O( 1

χN
) have been

neglected.
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Linear Stability Analysis

We begin by neglecting hydrodynamics (set v = 0 everywhere) and linearizing Eq. 18 about

the homogeneous state {φ̄p, φ̄n},

∂

∂t
δφi =

∑
j,k

M̄ij

(
H̄jk∇2δφk −Kjk∇4δφk

)
(61)

where δφi = φi − φ̄i, and M̄ij and H̄jk indicate constant matrices evaluated at φ̄p and φ̄n.

Taking the Fourier transform gives,

∂

∂t
δφ̂i =

∑
j,k

(
−M̄ijH̄jk q

2 − M̄ijKjk q
4
)
δφ̂k (62)

which is useful, since the derivative operators can be simply expressed in Fourier space.

Eq. 62 is a system of linear, first order differential equations, which has a formal solution in

Fourier-space of

δφ̂i(q, t) =
∑
k

exp [Aik(q)t] δφ̂k(q, 0) (63)

where

Aik(q) = −
∑
j

(
M̄ijH̄jk q

2 + M̄ijKjk q
4
)

(64)

From Eq. 63 it is clear that φ̂(q, t) becomes unstable (thus precipitating spinodal decom-

position) when Aik(q) is no longer negative definite. By definition, Aik(q) is non-negative

definite when one eigenvalue is greater than or equal to zero for some value of q. This can

be made explicit by using a similarity transform of Aik, giving

δφ̂i(q, t) =
∑
j,k,l

Xij exp [Λjkt]X
−1
kl δφ̂l(q, 0) (65)
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where

Λjk =

λ+ 0

0 λ−

 (66)

and Xij are the eigenvalue and eigenvector matrices of Aik(q). Since Aik(q) is rank two, there

is a simple formula for the eigenvalues

λ± =
T
2
± (T 2 − 4D)

1/2

2
(67)

where T = tr[Aik(q)] and D = det[Aik(q)]. By inspection, T is always less than zero.

Therefore, λ+ can only be positive when D < 0, making D = 0 the stability criteria.

We can decompose this determinant into two terms: one that depends on the mobility

and one that depends on the equilibrium parameters alone,

det[Aik(q)] = − det(M̄ijq
2) det(H̄jk +Kjk q

2) (68)

It can be shown (and it is also physically intuitive) that the mobility matrix, M̄ij, is always

positive definite, and therefore it is only necessary to consider

det(H̄jk +Kjk q
2) = 0 (69)

for the stability analysis. This is re-assuring, since kinetics should not determine thermody-

namic stability.

Re-writing Eq. 69, ∣∣∣∣∣∣∣
H̄pp + κpq

2 H̄pn

H̄np H̄nn + κpq
2

∣∣∣∣∣∣∣ = 0 (70)

highlights its relationship with Eq. 43, proving that the preceding analysis generates the

spinodal curve when κp and κn are zero. When κp and κn are non-zero, a finite size system

is stabilized by the gradient free energy until a critical wavelength, 2π/qc, above which the
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system becomes unstable. The critical wavenumber is given by solving Eq. 70, which is a

bi-quadratic equation in q. Using the quadratic equation yields,

q2c = −
(
H̄pp

2κp
+
H̄nn

2κn

)
±

[(
H̄pp

2κp
− H̄nn

2κn

)2

+ 4
H̄pn

2κp

H̄np

2κn

]1/2
. (71)

Once unstable, the spinodal decomposition is dominated by the fastest growing mode,

qm, which is the mode that maximizes λ+(q). Using its definition in Eq. 67 and the definition

of the diffusivity matrix (Dij) and the gradient matrix (Bij) in Equations 56 and 28, we can

get an expression for λ+ in terms of Dij and Bij,

λ+ =− q2

2

[
(Dpp +Dnn) + (Bpp +Bnn)q2

]
(72)

+ q2
[{

(Dpp −Dnn) + (Bpp −Bnn)q2
}2

(73)

+ 4(Dpn +Bpnq
2)(Dnp +Bnpq

2)
]1/2

(74)

The fastest growing mode can be found by solving

dλ+
dq

∣∣∣
q=qm

= 0 (75)

Unfortunately, there is no convenient closed-form expression for qm for general parame-

ters, like there is for qc. However, Eq. 75 can be re-written in a more convenient form for

numerical root-finding

λ+
dT
dq
− dD
dq

= 0 (76)

which is valid so long as T 2 6= 4D. Additionally, if we assume that the mobility and gradient

matrices are scalars (Mij = Mδij and Kij = κδij), then Eq. 72 is greatly simplified. In this

case the fastest growing mode becomes,

q2m =
q2c
2

(77)
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which is equivalent to the relation between qm and qc for binary systems.S10

Finally, note that in addition to qm, one also obtains the rate of spinodal decomposition

from the preceding analysis. The rate is given by

λm ≡ λ+(qm) (78)

and has units of inverse time. For the case of scalar mobility and gradient matrices, one

obtains the simple expression

λm = Mκq4m (79)

Dynamic scaling

To ensure that the coarsening exponent is not a simulation artifact, we verify in Figure S1

that the polymer structure factor, S(q), and polymer density correlation function, g(r),

obey dynamic scaling at long times. Dynamic scaling requires the system to be self-similar,

and therefore the structure factor and the density correlation function should both collapse

to universal curves when scaled by some characteristic length, L. The structure factor has

units of length squared and the correlation function is dimensionless, so L−2S(Lq) and g(r/L)

should be universal at long times.

Figure S1(a) shows that the structure factor for {φp, φn} = {0.3, 0.65} (blue circles in

Figures 6 and 7) scaled by 〈q−1〉 for t ≥ 4096 collapses to a universal curve. Figure S1(b)

shows a similar collapse for the real-space correlation function, g(r/Rg) where Rg is the

location of the first zero of the unscaled g(r). The inset to Figure S1(b) shows the product

of Rg and 〈q〉, which approaches a steady value as t→∞. The latter plot demonstrates that

because the system is self-similar, either 〈q〉 or Rg can be used as a characteristic length.
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Figure S1: (a) Polymer structure factor versus wavevector, scaled by the first moment 〈q〉.
(b) Polymer density correlation function versus radial distance, r, scaled by Rg, the first zero
of g(r). (inset to b) Product of Rg and 〈q〉 as a function of time, showing the equivalence
of each measure of the domain size to within a constant value at long times. Data are from
the one of the sets presented in Figures 6 and 7 (closed blue circles, diffusion only) with
parameters: N = 20, χ = 0.973, κ = 2, {φp, φn} = {0.3, 0.65}.
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